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Abstract

We study the perception of ambiance of places captured

in social media images by both machines and crowdwork-

ers.This task is challenging due to the subjective nature

of the ambiance construct as well as the large variety in

layout, style, and visual characteristics of venues. For

machine recognition of ambiance, we use state-of-the-art

Residual Deep Convolutional Neural Networks (ResNets),

followed by gradient-weighted class activation mapping

(Grad-CAM) visualizations. This form of visual expla-

nation obtained from the trained ResNet-50 models were

assessed by crowdworkers based on a carefully designed

crowdsourcing task, in which both visual ambiance cues

of venues and subjective assessment of Grad-CAM results

were collected and analyzed. The results show that paint-

ings, photos, and decorative items are strong cues for artsy

ambiance, whereas type of utensils, type of lamps and pres-

ence of flowers may indicate formal ambiance. Layout

and design-related cues such as type of chairs, type of ta-

bles/tablecloth and type of windows are noted to have im-

pact for both ambiances. Overall, the ambiance visual cue

recognition results are promising, and the crowd-based as-

sessment approach may motivate other studies on subjective

perception of place attributes.

1. Introduction

Recently, image understanding has advanced consider-

ably for many tasks [18], thanks to large-scale crowd-

sourced data collections, e.g. ImageNet [27], and re-

cent methods based on deep convolutional neural networks

(CNNs) [17, 13]. Following the trend in the well-studied

object recognition and scene parsing tasks [25, 39], there is

a growing interest in understanding the social, affective, and

subjective aspects from the images [22], [29], [9]. Along

this line, we question the feasibility of automatic ambiance

inference from social media images of venues. Due to the

inherent subjectivity of understanding ambiance, our study

has an inseparable human interpretation part.

Ambiance is an important factor that affects the socializ-

ing experience in a venue [19, 16]. Therefore, spotting the

visual cues that contribute to the ambiance of a place would

enable a better understanding of the ambiance construct.

Understanding ambiance from images is challenging due

to its subjectivity and is currently an issue of active re-

search [29, 4]. Colors, textures, spatial layout and prior

interpersonal experience and knowledge contribute to the

ambiance concept. [3] showed that young people tend to

prefer bright colors while adults prefer dark-colored envi-

ronments. Similarly, age is an important factor in social

environments [5]: while young people are likely to visit

trendy places, older people are more often seen in conser-

vative venues.

In this paper, we study ambiance of popular Foursquare

(4SQ) places based on the image corpus used in [29]. This

dataset consists of nearly 50K images and crowd-annotated

place ambiance scores across 13 ambiance categories. Here,

we focus only on artsy and formal categories.

Visual cues are reported to be used to infer ambiance

in environmental psychology [11] e.g. the lens model by

Brunswik. Thus, we hypothesize that the presence or type

of certain objects may provide insights on ambiance, e.g.

paintings on the wall for an artsy appearance. In this paper,

we address the following two research questions:

1. What visual cues do crowdworkers associate with spe-

cific ambiances in social media images?

2. Are the outputs of deep networks trained on ambiance

categories interpretable by crowdworkers? If so, do

the learned visual patterns match with human-defined

cues?

In the rest of the paper, first, we present the related work

on ambiance in social computing and environmental psy-

chology. Secondly, we describe the datasets used in this pa-

per. Thirdly, we present our three-step methodology. Then
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we give details on the experimental settings and results. Fi-

nally, we conclude by providing the insights from both our

classification and crowdsourcing study.

2. Related Work

Social media platforms have enabled the collection of

vast amounts of multimedia data about everyday life. Fur-

thermore, online platforms to collect annotations of multi-

media data via crowdsourcing have brought human percep-

tion into the picture. The combination of these two factors

have opened the door for automatic analysis of subjective

aspects of everyday life.

Ambiance in social computing. Thanks to available

geo-tagged image datasets (e.g. [28]), various urban per-

ception studies [20, 22, 24] analyzed outdoor places and

cityscapes in terms of different subjective qualities, e.g.

safety, wealth, uniqueness, beauty, etc. Similar studies on

identifying the identity of a city [8, 38] focused on spotting

discriminative elements of the scenes. In the perception of

an observer, relating discriminative visual elements to am-

biance follows Brunswiks lens model on environments [11].

To be able to identify artsy ambiance in venues, one can

consider whether a venue looks interesting [7], has a certain

style [15], or is memorable [14, 10] in an aesthetic sense.

As shown in [14], when the memorability of a whole im-

age is studied, a strong correlation is found among aesthet-

ics and interestingness and human observers considered that

beautiful and interesting images would be more memorable.

In another study [10] that analyzes object-level memora-

bility in images, predicted object category and saliency (in

case of few objects in a scene) are stated to play an impor-

tant role. Furthermore, people were found more memorable

compared to other objects, e.g. vehicles and furniture.

The human factor in a scene is closely related to deter-

mining the ambiance of a place. As shown in the work of

[12], human observers were able to guess the ambiance of a

Foursquare venue based on the profile picture of visitors.

Similarly, [26] showed that human observers may based

their choices on facial visual cues indicating demograph-

ics. This motivates us to also investigate the human-related

attributes in the scene in our crowdsourcing study on visual

ambiance cues.

Moreover, physical layout, design and decorations are

considered to be some of the main contributors of ambiance.

Color, lighting, and style were shown to have strong in-

fluence on ambiance impressions in hotel lobbies [6], cus-

tomer emotions [2], food choice [33], and post-dining inten-

tions [19]. Thus, we included questions in our crowdsourc-

ing task about lighting, color and organization of places.

Thanks to the crowdsourcing study in [29], an image cor-

pus of popular Foursquare venues was annotated for 13 am-

biance dimensions. This dataset enabled to study automatic

ambiance inference based on traditional image features such

as color and texture as well as deep representations from

pretrained CNNs [30, 4]. Compared to the global predic-

tion task from the whole image in [30], a two-step analysis

is conducted in [4]: (1) semantic segmentation of objects in

the scene, and (2) correlation analysis of the pixel percent-

age of the objects with the ambiance scores. However, in

both studies, the utilized CNN models were pretrained on

large benchmark datasets and were not adapted for the task.

Furthermore, both previous studies lack a verification step

at the end of the prediction task due to the unavailability

of the groundtruth object or scene labels. In this paper, we

work on the same dataset with two substantial differences,

i.e. training a deep CNN model for ambiance prediction

as well as localization of discriminative scene parts with the

same model, and conducting a detailed crowdsourcing anal-

ysis on the visual cues.

Interpretation of deep networks. To understand the

representations learned by deep CNNs, Zeiler et al. dis-

cuss how to visualize them via deconvolutional layers [35].

They also present a method called occlusion maps such that

a sliding window in an image is occluded and the predicted

label of the image by the CNN is checked to see whether

that region is important to identify the correct label.

Simonyan et al. presented a simple gradient backprop-

agation approach for identifying the salient points of the

objects with a single forward pass [32]. Compared to oc-

clusion maps, it is computationally more efficient. How-

ever, this approach does not point out to the full object

extent in general. Therefore, the authors use the out-

put salient points from this approach as input to a classi-

cal background/foreground segmentation method for object

segmentation in natural images.

Zhou et al. introduced class activation maps (CAM) [36]

for capturing the extensions of objects and not only few

salient points of objects. The CAM approach requires to

introduce an average pooling layer to model structure. To

avoid that, Grad-CAM [31] was proposed as a generaliza-

tion of CAM. As such, it does not require modifying the

CNN model to visualize the activation maps, and it can be

applied to any type of neural networks, even to pretrained

ones without the need of re-training. Following the related

work on understanding CNN representations for social me-

dia and urban perception data [1, 23, 21], in this paper, we

adopt the Grad-CAM approach for illustrating the discrimi-

native parts of the scenes for a specific ambiance.

3. Datasets

In this paper, we use the dataset used in [29]. The dataset

consists of venue images collected from Foursquare and

crowdsourced ambiance judgments for a manually-chosen

subset of images.These two data sources are explained in

detail below. In the rest of this paper, we will use the terms

place and venue interchangeably. Also note that, while the
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Figure 1: Illustration of the GradCAM method.

data was collected from Foursquare, the image content is

similar to what is shared on many other social media sites

(Facebook, Instagram, etc.) regarding views of places, pa-

trons, and activities.

Foursquare 50K Dataset. This dataset consists of

Foursquare (4SQ) images collected from 278 venues, for a

total of 45,848 images with each venue having an average of

164 images [29]. The venues are mostly restaurants, cafes,

bars, and clubs in six large-scale cities, i.e. Barcelona, Mex-

ico City, New York City, Paris, Seattle, and Singapore. In

this paper, we only considered a subset of this 50K cor-

pus by following the same filtering procedure as in [4]. We

will refer to this subset as 7K-resto corpus in the rest of

the paper. Specifically, this subset contains 7605 images

that were predicted as one of the following labels: restau-

rant, stage, library, barbershop, cinema, grocery store, shoe

shop, tobacco shop, bakery, and dining table. These are the

top 10 most commonly predicted labels for the manually-

chosen physical environment corpus by a GoogleNet [34]

pretrained on the MIT-Places dataset [37]. The details of the

manually-chosen physical environment data is given below.

Foursquare Physical Environment Dataset. This

dataset consists of a subset of 3 images per venue. These

images are manually-chosen such that the environment and

the inner space of the venue can be observed from different

angles. In the initial study of [29], these manually chosen

images were found more informative of ambiance. By ex-

posing the annotators to these manually chosen images, per-

ception scores per venue were collected via online crowd-

sourcing using Amazon Mechanical Turk (MTurk). Each

venue was annotated along 13 ambiance dimensions that are

appropriately selected for indoor places. 10 annotations per

place were collected in the range 1 (low) to 5 (high). Since

these places were popular on 4SQ, overall the scores were

high for positively phrased ambiances (e.g., trendy, artsy).

In the rest of the paper we refer to the 4SQ manual physical

environment dataset as PhysEnv dataset.

4. Methodology

To understand the ambiance of the venues according to

the available image data, we followed three steps: 1) am-

biance classification with deep residual convolutional neu-

ral networks, 2) visualization of discriminative visual cues

via GradCAM, 3) analysis of the crowd perception on the

generic ambiance visual cues as well as on the discrimina-

tive power and interpretability of GradCAM visualizations.

Ambiance Classification with Deep CNNs. To learn

discriminative visual cues for the ambiance of a venue, we

chose to transfer knowledge from an existing pretrained net-

work through fine-tuning. We considered the state-of-the-

art residual deep CNNs, specifically ResNet-50 model, that

is pretrained on ImageNet data. In this step, we formalized

the problem simply as binary classification. Thus, we re-

placed the final softmax activation in the pretrained model

with a sigmoid activation and updated the weights of all

the layers during fine-tuning. Our approach is equivalent to

training a deep CNN from scratch with a warm start, i.e.

starting from relevant and converged pretrained weights.

Visual Cue Visualization via GradCAM. To under-

stand CNN representations, we used Grad-CAM [31]. With

these methods, we visualized the salient and the discrimina-

tive parts of the ambiance labels.

Grad-CAM. As a generalization of Class Activation

Mapping (CAM) [36], Gradient-weighted CAM (Grad-

CAM) does not need a change in the CNN architecture [31].

Fig. 1 illustrates the GradCAM method. Essentially,

first, the backpropagated gradients ∂yc

∂Ak
ij

are global-average-

pooled and the importance weights αc
k of feature map acti-

vations Ak are obtained:

αc
k =

1

Z

∑

i

∑

j

∂yc

∂Ak
ij

, (1)

These weights correspond to the re-trained weights wc
k in

CAM approach. Secondly, the linear combination of these

weights and the feature map activations Ak are computed.

Finally, this linear combination is passed through a ReLU

activation so that only positive activation-gradient combi-

nations are considered.

Lc
= ReLU

(

∑

k

αc
kA

k

)

. (2)

In our case, to pay attention only to the most character-

istic scene parts (visual cues), as a final operation, we elim-

inated the weak activation-gradient combinations (lower

than 0.25) in the localization map.

Crowdsourcing Task. To assess the interpretability of

the trained CNNs qualitatively, we performed a crowd-

sourcing study. Specifically, this study is a perceptual anal-
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Figure 2: First part of the task design.

ysis of the discriminative visual cues that the residual net-

work (ResNet-50) captured for each ambiance class.

As a crowdsourcing platform, we used Crowdflower.

This platform has test questions and a related quiz mode

options to ensure the quality of the annotations by eliminat-

ing the annotators who provide unexpected answers (out of

a predefined acceptable set of answers) to certain parts of

the task. However, since our task is about assessing sub-

jective qualities, we did not applied quiz mode or test ques-

tions in our task. To ensure the reliability of the results,

we allowed only those crowdworkers who achieved level-

3 (highest level) qualification from their previous tasks on

Crowdflower platform. Moreover, we set a minimum time

to complete a task as one minute. We also set the maxi-

Figure 3: Second part of the task design.

mum number of annotations per crowdworker as 20. Fur-

thermore, to be consistent with the ambiance score annota-

tion study of [29], we wanted to have similar demographics,

thus we allowed only crowdworkers from the USA to per-

form our task. We set the payment as 10 cents (USD) for

a task. 5 annotations were collected per task. Overall, we

collected 500 annotations for 100 images and the total cost

of our crowdsourcing study was 60 USD with the additional

Crowdflower transaction fee (20%).

As opposed to crowdsourcing studies with every-day ob-

jects in natural images, we have the challenge of abstract

and subjective concept of ambiance categories. Thus, we

first launched a pilot task on the manually-picked images

of the 10 places with highest avg. ambiance score from

[29]. For each place, we picked one image and prepared

mock-up heatmaps that highlighted the relevant visual cues

in our consideration, i.e. paintings for artsy ambiance and

tablecloth for formal ambiance. Moreover, we prepared de-

tailed instructions and examples. Our focus was on whether

non-experts’ perception is aligned with the automatic dis-

criminative models. From the pilot task, we observed that

there was enough inter-rater agreement among the crowd-

workers. Thus we decided to launch the main task for artsy

and formal ambiances (50 places each).

2479



Table 1: Test accuracies (%) obtained by training the

ResNet-50 models on different corpora.

artsy formal

PhysEnv 7K-resto 7K-resto

test accuracy 62.0 % 83.1 % 83.5 %

Figure 4: GradCAM visualizations as heatmaps (red to

blue: high to low probability) for two artsy (top row), and

two formal places (bottom row).

Our crowdsourcing task is composed of two main parts.

Part 1: Ambiance Visual Cue Identification. As shown in

Fig.2, in the first part, the annotator observes an individual

image from a place and answers ambiance-related questions

such as type of the place (restaurant, cafe, bar, etc.), general

feeling of the place (dark/bright, cluttered/organized, etc.),

attire and age of the people in the image, and visual cues

(presence of objects or type of objects) that contribute to

the ambiance. The list of visual cues that might have an

impact on the ambiance was gathered by the authors of this

paper by checking the images of the 10 venues with highest

average ambiance score from PyhsEnv corpus.

Part 2: Ambiance Discriminative Scene Part Assess-

ment. Fig. 3 illustrates the second part of our crowdsourcing

task. In this part, the annotator observes the visualization of

the GradCAM method for the same image and rates whether

it is a good visualization and main cues were captured in a

scale of 7 ranging from “very poor” to “very good”. We

also ask the annotator to rate the missing or unexpectedly-

highlighted visual cues in the heatmaps. Moreover, we

ask the annotator to report as free text what was captured,

missed or unexpectedly-marked in the heatmaps.

5. Experimental Settings and Results

Ambiance Classification. Based on the average am-

biance scores obtained in the previous study [29], we la-

beled the images from the venues with average score above

3 (in the range of 1 to 5) as positive, and the ones with

the average score below 3 as negative. Note that, among

278 places, only 49 places had above 3 average score for

artsy ambiance whereas there were 227 non-artsy places.

Similarly, there were 35 formal vs. 237 non-formal places.

As the next step, we divided the places in the PhysEnv cor-

pus into training, validation and test sets (around 80%-10%-

10%). Based on this division of PhysEnv corpus, we also di-

vided the 7K-resto subset of the 50K corpus by picking the

images from these places. Next, we cropped the maximal

square crops from each image and propagated the ambiance

labels. To overcome the data imbalance, we oversampled

the positive crops with a random combination of the stan-

dard image transformations, i.e. rotation, translation, and

scaling. We applied nearest color filling if necessary. For

the PyhsEnv corpus, we oversampled 4000 training, 1000

validation, and 1000 test image crops per class. Similarly,

for the 7K-resto corpus, we oversampled 16000-2000-2000

crops per class respectively.

For both the data cases, we fine-tuned all the layers of

the pretained ResNet-50 (learning rate 10−6) for at least

100 epochs. As shown in Table 1, the models trained on

the PhysEnv data for artsy ambiance reached 62.0% test ac-

curacy. For the 7K-resto corpus, we obtained 83.1% and

83.5% for artsy and formal ambiances respectively.

Note that while the 7K-resto images contains visual

cues that are not about the physical environment (selfies

and food/drinks photos), this content is still informative of

the ambiance of places (e.g. types of plates, cutlery, and

glasses), and so the model captures more variety of the

venue images and therefore outperform the models trained

on the smaller PhysEnv corpus. Therefore, we decided to

move forward with the models trained on 7K-resto corpus

to visualize GradCAM responses in the next step.

Visualizations via GradCAM. As illustrated in Fig. 1,

an input image is forwarded through the trained ResNet-50

model in a single pass, and the filter activations on the first

convolution of last residual block were used to compute the

heatmaps. In our experiments, we passed maximal square

crops of the input image and then merged their heatmaps

(by taking the maximum value in the intersection areas of

two crops). Since GradCAM visualizes only the positive

activations of an input, we picked 50 images (per ambiance)

that had at least one square crop predicted as positive class.

Figure 4 shows some example visualizations. In artsy ex-

amples, the model bases its prediction on paintings or light-

ing, whereas in formal examples, tablecloth, wine glasses,

people in formal attire (suits, etc.) were highlighted.

Analysis of Crowdsourced Ambiance Perceptions.

We present the analysis of our crowdsourcing study that

had two main parts below. Overall, 42 crowdworkers con-

tributed to these results. Half of these workers completed
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(a) (b)

(c) (d)

Figure 5: Part 1: Histograms of the annotations for venue

type perception and general atmospheric feeling (top row),

and age and attire of people in the scene according to the

annotators (bottom row). Blue: artsy, red: formal.

Figure 6: Part 1: Number of annotations for the objects (top

plot) or the object types (bottom plot) that have an impact

on ambiance.

the preset maximum limit of 20 tasks. The median number

of annotations per worker was 15.

Part 1: Ambiance Visual Cue Identification. In the first

part of our crowdsourcing study, the annotators marked the

perceived type of the venue mostly as restaurant (more than

200 annotations out of 250 total annotations over 50 im-

ages) for the formal ambiance case as shown as red bars in

the top-left plot of Fig. 5a. Similarly, in the same plot, over

100 annotations in 250 total annotations were restaurant

as shown with the blue bars for the perceived venue type

Figure 7: Part 2: Histogram of average ratings (scale from

1 to 7) on how crowdworkers perceived the GradCAM vi-

sualizations of ambiance labels.

for the artsy ambiance. However, other type of venues, i.e.

cafe, bar, club, and others were marked to be more likely to

be artsy than formal. Moreover, after aggregating the venue

type annotations per place (via winner-takes-it-all princi-

ple), we observed a clear dominance of restaurant type (49

out of 50) in the formal places. Although the restaurant

type was found as dominant in the aggregated annotations

of the artsy places as well (23 out of 50 places), other venue

types (11 bar, 8 cafe, 4 club, and 4 other) were also noted in

these selected 50 places.

Furthermore, Fig. 5b presents the number of annotations

on the general feeling of a venue across illumination, color,

and organization aspects. Following the trend in Fig. 5b, ac-

cording to the aggregated markings, artsy places were found

to be brighter (22 vs. 10) and more likely to have warm

colors (8 vs. 5) than the formal places. Additionally, for-

mal places were found more well-organized (20 vs. 11) and

darker (15 vs. 9) than the artsy places in this subset of the

PyhsEnv corpus.

About the customer age range and attire, Fig. 5c and 5d

show the distribution of annotations for two ambiance cases.

As reflected in the aggregated markings, young adults are

more likely to be found in artsy places rather than middle-

aged (34 vs. 12 in 50 images respectively) in this subset of

the PyhsEnv corpus. On the other hand, the crowd agreed

that middle-aged adults are more likely to be observed than

young adults (27 vs. 20 in 50 places) in formal places.

Fig. 6 shows the crowd annotations about the visual cues

in the first part of our crowdsourcing task. Specifically, the

top plot shows the number of annotations in case the pres-

ence of an object was perceived to have an impact on the

venue ambiance by the crowd. Similarly, the bottom plot

shows the number of annotations if the type of the object

was found to influence the ambiance. We observe that the

presence of a painting, a photo or a decorative item were im-

portant visual cues for artsy ambiance, whereas presence of

a flower/plant, type of utensils and type of lamp were found

as strong visual cues for formal ambiance. Furthermore, in-
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(a) (6.4, 6.4, 1.6, 1.6) (b) (6.2, 6.2, 1.8, 1.8) (c) (6.2, 6, 2.6, 2.2) (d) (6.2, 6, 3.2, 2.6) (e) (6, 6, 3, 2.8)

(f) (3, 4.6, 4.2, 2) (g) (3.2, 4.6, 3.6, 3.4)

(h) (3.2, 4.8, 4.2, 3.6) (i) (3.6, 3.6, 3.2, 3.4) (j) (3.6, 4.2, 3.6, 3)

Figure 8: Part 2: Ranked GradCAM visualizations by crowdworkers for artsy ambiance (top row: highest-rated, bottom row:

lowest-rated from left to right). Average scores for four ratings were shown in parenthesis, i.e. ”did the robot catch all the

main cues?”, ”did the robot do a good job?”, ”did the robot miss any visual cues?”, ”did the robot catch anything unexpected

or wrong?”, respectively.

(a) (6.4, 6.2, 2.8, 2.2)

(b) (6.2, 6.4, 2.8, 2.8) (c) (6.2, 6.2, 1.2, 1.2)

(d) (6.2, 6.2, 2.6, 2.2) (e) (6.2, 6, 3, 2)

(f) (3, 4, 3.6, 3.2)
(g) (3.2, 4.6, 3.4, 2.6)

(h) (3.6, 3.6, 3.2, 3.2)

(i) (4, 4.2, 3.6, 3.2) (j) (4.2, 4, 3.2, 3.2)

Figure 9: Part 2: Ranked GradCAM visualizations by crowdworkers for formal ambiance (top row: highest-rated, bottom

row: lowest-rated from left to right). Average scores for four ratings were shown in parenthesis, i.e. ”did the robot catch

all the main cues?”, ”did the robot do a good job?”, ”did the robot miss any visual cues?”, ”did the robot catch anything

unexpected or wrong?”, respectively.

terior design and layout-related cues such as type of seats

(chair/stool), type table/table cloth, type of wall/wallpaper,

type of ceiling, type of floor, type of window were perceived

as important cues for both ambiance cases.

Part 2: Ambiance Discriminative Scene Part Assess-

ment. Fig. 7 illustrates the average ratings on four rating

questions (scale: 1 to 7, where 1 corresponds to the most

negative and 7 corresponds to the most positive response
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Table 2: Part 2: The descriptive statistics of the ratings about GradCAM heatmap assessment.

Did robot catch

all main visual cues?

Do you think robot

did a good job?

Did robot miss any

important visual cues?

Did robot catch anything

unexpected or wrong?

artsy formal artsy formal artsy formal artsy formal

mean 5.024 5.22 5.236 5.236 2.752 2.692 2.544 2.432

std. dev. 1.637 1.519 1.474 1.490 1.576 1.629 1.528 1.506

first quartile 4 4 4 4 2 1 1 1

third quartile 6 6.75 6 7 4 4 4 4

Figure 10: Standardized free-text feedback from annotators

about our task design.

to the posed question.) in the second part of our crowd-

sourcing study. This plot shows that the crowd agreed on

the accuracy and completeness of our GradCAM visualiza-

tions, since the average rating of ”Do you think the robot

did a good job at finding the visual cues?” and ”Did the

robot catch all the main visual cues?” questions (blue and

red bars, respectively) were rated above 4 for most of the

images, and had a median of 5 (in the range of [1,7]). More-

over, for only few images, our GradCAM visualizations

were found to miss important visual cues or marking unex-

pected objects (most yellow and green bars are lower than 4

with a median of 2). The descriptive statistics of the ratings

on the GradCAM visualization assessment are presented in

Table 2. Furthermore, the GradCAM heatmaps that were

ranked with the highest and lowest average scores on the

positive questions (blue and red bars in Fig. 7) are illus-

trated in the top and bottom rows of Fig. 8 and 9 for artsy

and formal ambiance cases, respectively. For instance, in

the highest-rated artsy visualization in Fig. 8a, we can see

that all the decorative items on the shelves, colorful lamps,

and the large window was highlighted by GradCAM. How-

ever, in the lowest-rated visualization in Fig. 8f, the Grad-

CAM method highlighted only one of the paintings partially

and was insufficient to cover all the colorful paintings and

the tablecloth. This resulted in a relatively low appreciation

of the machine’s work by the crowd (3.4 avg. rating out of 7

for ”caught all main cues” and 4.2 rating for ”missed some

cues” questions). Similarly, in the highest-rated formal vi-

sualizations (top row of Fig. 9), all the tables/tablecloth, cut-

lery, wine glasses, and fancy lighting, i.e. spotlights on the

ceiling or chandelier, are captured by GradCAM. However,

for instance in Fig. 9g, GradCAM result is perceived as ”not

caught all the main cues” by the crowd (3.2 avg. score is on

the negative side of the scale) due to not capturing all the

table, cutlery, utensils, and chandelier. Furthermore, we ob-

served that the visual cue markings in the first part are in

agreement with the free text that the crowdworkers stated

about the highlighted main cues by GradCAM method in

the second part of our crowdsourcing task.

Fig. 10 illustrates the feedback from the annotators about

our task design after few standardization of free-text, i.e.

correcting typos and merging similar comments. Most of

the annotators found our task as a ”good task” whereas few

people suggested to do the annotations with one-color ver-

sion of the GradCAM heatmaps.

6. Conclusion

This paper investigated the automatic inference of am-

biance of social media venues as well as the interpretability

of the trained deep residual convolutional models according

to human perception on the discriminative visual cue visual-

izations via GradCAM method. Based on our crowdsourc-

ing study on these visualizations, for most of the cases, the

learned deep models were able to capture the main visual

cues contributing to the ambiance. One of the limitations of

our work is the relatively small amount of labeled data we

had for the positive examples for the ambiance categories

we studied. With the availability of more physical envi-

ronment relevant images and some filtering of food/drink

and closeup selfie shots, the prediction and visualization re-

sults would be likely to improve. Overall, our automatic

ambiance visual cue recognition results and crowdsourcing

methodology to interprete and validate them are promis-

ing, and may motivate further studies on the understanding

of additional ambiance categories and other subjective at-

tributes of places in social media.
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