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Abstract

Modern day law enforcement banks heavily on the use of
commercial off-the-shelf (COTS) face recognition systems
(FRS) as a tool for biometric evaluation and identification.
However, in many real-world scenarios, when the face of an
individual is occluded or degraded in some way, commer-
cial recognition systems fail to accept the face for evalua-
tion or simply return unusable matched faces. In these kinds
of cases, forensic experts rely on image processing tech-
niques and tools, to make the face fit to be processed by the
commercial recognition systems (e.g. use partial face im-
ages from another subject to fill in the occluded parts of the
face of interest, or have a tight crop around the face). In this
study, we evaluate the sensitivity of commercial recognition
systems to such forensic techniques. More specifically, we
study the change in the rank-1 identification result that is
caused by forensic processing of faces-of-interest that are
unusable by the commercial recognition systems. Further,
forensic processing of such faces is more of an art and it
is extremely difficult to process faces consistently such that
there is a predictable effect on the rank-n identification re-
sult. This study is meant to serve as an evaluation of the
effect of a few forensic techniques intended to allow com-
mercial recognition systems to process and match face im-
ages that were otherwise unusable. Our results indicate that
COTS FRS can be sensitive to the subjectivity in facial part
swapping and cropping, resulting in inconsistencies in the
identification rankings and similarity scores.

1. Introduction
With technological and infrastructure advances in

surveillance, developing face recognition technology effec-
tive in-the-wild is quickly gaining importance. Nonetheless,
today’s commercial off-the-shelf (COTS) face recognition
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Figure 1. Example images showing subjects wearing sunglasses
and scarf. COTS FRS may have difficulties dealing with such oc-
cluded faces.

systems (FRS) offer themselves as powerful tools for law
enforcement agencies for narrowing down suspects from
humongous government databases. When combined with
subjective and manual evaluations, forensic experts and law
enforcement agencies are able to make important break-
throughs. Although there still exist many challenges in de-
signing FRS for images in-the-wild with variations in pose,
illumination, expression and aging, COTS FRS are start-
ing to become more robust in dealing with such variations.
Forensic face recognition in particular is more challenging
given the effect of variations on the performance since there
is a high likelihood that the results are useful to a legal pro-
cedure. However, in many real-world scenarios, the foren-
sic experts only have access to a heavily occluded image of
the person-of-interest Figure 1. In such cases, COTS FRS
usually fail to even detect a face in the image. When this
occurs, the forensic expert usually has no other option other
than manually processing the image to make it “fit" for pro-
cessing by the COTS FRS. Such processing usually involves
replacing or swapping the occluded part of the part with a
corresponding part from some other face so as to make the
face visually seem complete or plausible. Then the pro-
cessed “face" is presented to the COTS FRS which even
though detects the face, goes on to provide the investigator
with very questionable identification rankings as we show
in our experiments. This method of “facial part swapping"
is common in law enforcement and investigation agencies
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owing to the failure of COTS FRS in handling face with
heavy occlusion. The goal of this paper to study the effect
of this method of dealing with occlusions on three different
popular COTS FRS and their performance.

Face Recognition systems have come a long way since
its early days [3, 28, 19, 2, 1]. Recent efforts to deal
with unconstrained face recognition have also been made
[10, 11, 27, 26, 17, 18, 9, 16, 15, 14, 13, 8, 12, 7, 6].
They have improved in robustness to various kinds of degra-
dation and variations. Li et al. [22] have previously ap-
proached age tolerant face recognition using both discrim-
inative and generative models. Park et al. [24] proposed
a method for automated facial marks detection to facilitate
traditional large scale face recognition. Klare et al. [21] pro-
posed methodology to match forensic sketches to mugshots.
Klare et al. [20] have developed a method to match near in-
frared (NIR) probe images to visible spectrum gallery im-
ages. Thus face recognition art is constantly developing to
handle more challenging scenarios. In recent times, the im-
pact of unconstrained face recognition in forensics is start-
ing to gain more attention [5], [4]. However, one crucial
aspect of forensic face recognition that has not been looked
at previously is the processing of occluded or partial faces.
Dealing with occlusions is very important in cases where
the best image of the person-of-interest available has a par-
tial or occluded face.

The aim of the paper is to highlight the inconsistencies in
identification rankings returned by COTS FRS when deal-
ing with partial faces or pre-processed faces (faces with oc-
cluded facial parts replaced). Indeed, in our experiments
we find that in general COTS FRS find it hard to even de-
tect partial or occluded faces pointing to the yet open nature
of this problem. Further, we find large inconsistencies and
unpredictability in ranking performance with pre-processed
faces and also between COTS FRS, with a some handling
the pre-processed faces better than the others. Our exper-
iments try to simulate three major types of occlusions that
occur in real-world scenarios. Also, they try to simulate the
forensic processing procedure of swapping or replacing out
occluded facial parts with parts from other faces. We de-
scribe the simple method we use to achieve that in a later
section.

The paper is organized as follows. Section 2 presents our
method to replace the occluded parts with the corresponding
parts from some other face. Section 3 presents experiments
the three COTS FRS and Section 4 provides a discussion on
the same. Section 5 concludes the paper.

2. Our Methodology for Forensic Face Swap-
ping

We now present our approach to simulating the forensic
facial parts swapping process that is commonly undertaken
at law enforcement and investigative agencies. The goal

is to replace an occluded part of the face with the corre-
sponding part from another face. This is done so that the
COTS FRS is able to detect the face and that it can pro-
vide recognition rankings for the processed probe image.
In the real-world, forensic experts manually do this swap-
ping using sophisticated image and photo editing tools and
arrive at a visually plausible result. However, to maintain
consistency and to have explicit control over the process,
we use facial landmarks of the images determined before
the occlusion was introduced. Once the image is artificially
occluded, we use the landmarks from a source image (the
image whose corresponding part we swap into the occluded
image) to crop out the needed part. The part is then mor-
phed onto the corresponding landmarks of the occluded face
by finding a simple non-reflective similarity transform be-
tween the source image eye coordinates to the image-of-
interest eye coordinates. Figure 3 shows the three common
types of occlusions explored in this paper for one subject
and their corresponding “pre-processed" images with the
occluded facial part swapped in from multiple sources. We
also simulate subjectivity in the facial part swapping pro-
cess by allowing for small perturbations in the fitted part
onto the occluded image. This simulates the subjectivity in
the facial part swapping process which is introduced due to
the human factor in the forensic process. Figure 4 illustrates
the perturbations that are introduced into the images for one
subject for the same source image.

3. Experiments
3.1. Database

In all experiments, we use a part of the FRGC ver2.0
database [25]. We train on 466 subjects and freeze them
as our gallery and test on 5 randomly chosen subjects. It
should be noted that since we focus on exploring the sen-
sitivity of various COTS FRS on forensic face processing
it suffices to explore in depth a few probe images. The im-
ages present to the systems were the original uncropped ver-
sions of the images to allow the systems maximum flexibil-
ity in feature extraction. The size of all probe images was
2, 000×3, 008 and 2, 272×1, 704 for the target images. The
probe images were manually landmarked for the automated
face processing. The probe used in this study are presented
in Figure 2.

3.2. Sensitivity to Facial Part Swapping

In this experiment, we focus on the sensitivity of multi-
ple commercial off-the-shelf (COTS) face recognition sys-
tem (FRS) to forensic facial part swapping. There exist at
least two sources of error in the face part swapping method.
The first type of error concerns with the size and the loca-
tion of the facial part being swapped. For instance, one can
imagine that swapping out the eyes from a subject would re-



Figure 2. Probe images randomly selected from the FRGC database for processing and matching in this study. Sensitivity of COTS FRS to
such changes can lead to a degree of impracticality in the use of FRS.

Source 1 Source 2 Source 3 Source 4 Source 5OcclusionOriginal

Figure 3. The figure illustrates the three types of occlusions used for a single subject. It also shows the processed image in which the
occluded part is replaced by the 5 randomly chosen source images. Sensitivity of COTS FRS to such changes can lead to a degree of
impracticality in use of the FRS.

sult in a larger drop in the identification rank than say swap-
ping a part of the cheek or neck. This is a type of error that
the forensic expert has no control over, since he has no con-
trol over the type of occlusion present in the face of interest.
The second type of error is a kind that the expert has more
control over. It concerns not with which part of the face of
interest is being swapped, but rather whose corresponding
part does the expert use to swap and fill in the occluded part.
Even though the expert has more control over this error, it
is almost impossible to predict the error or the effect of the
source image on the identification rank.

To simulate these two kinds of errors, we present an ar-
ray of face matching runs for each of the 5 probes. For
each probe, we generate 3 other probes with varying occlu-
sions. In the real world, the most common occlusions that
occur are the ones that occlude the eyes (occlusion 1), the
nose and the mouth (occlusion 2) and just the mouth (occlu-
sion 3). We generate the occluded versions of the 5 probes
and form the set of occluded probes. Following this, for
each image in the set of occluded probes, we swap in the
occluded face part with the corresponding part from 5 dif-
ferent and randomly chosen source images from the same
database. Thus, overall for each of the 5 original probe im-

ages, we generate 3× 5 = 15 probe images for testing with
each of the 3 COTS FRS. We test three different COTS FRS
for all experiments. Note that COTS FRS 1 required the
user to provide the eye locations of the face whereas COTS
FRS 2 and 3 use their internal face detector to find the face.

Figure 3 showcases the types of probes tested on for this
experiment for one subject. Table 1 shows the identifica-
tion rankings (out of 466) for the 5 test subjects for dif-
ferent occluded images. Table 2 shows the identification
rankings for the three COTS FRS for each of the occlusions
for the 5 source face images. The 5 source face images are
taken from the AR face database [23] which significantly
reduce the correlation between the source images and the
probe/target images in the FRGC database where our ex-
periments are based on.

3.3. Sensitivity to Subjectivity in Facial Part Swap-
ping

In the previous experiment, we found that COTS FRS
systems are very sensitive to certain types of occlusion and
the source image used to fill in that occlusion. However,
given a particular occluded image, it practically impossible
to predict the “best fit" of facial parts to the face-of-interest.



Source 1 Perturbation 1 Perturbation 2 Perturbation 3 Perturbation 4

Figure 4. The figure illustrates the four types of perturbations that are introduced for a single subject. It also shows the processed image
for the three types of occlusions explored in this image.

Table 1. Identification Rankings (out of 466) for COTS FRS 1, 2
and 3 for the three kinds of occlusions. � indicates the FRS failed
to detect a face.

Subject Original Occlusion Occlusion in Occlusion
ID Probe in Eye Nose & Mouth in Mouth

COTS FRS 1
1 1 47 32 1
2 1 2 255 5
3 1 3 86 1
4 1 1 8 1
5 1 1 231 1

COTS FRS 2
1 1 � � 1
2 2 � � 3
3 1 � � 1
4 1 � � �
5 1 � � �

COTS FRS 3
1 1 � � 1
2 1 � � 1
3 1 � � 233
4 1 � � �
5 1 � � �

For instance, the location of the eyes of a person might be
slightly different than usual. The same might be the case
for the nose, jaw line and other biometric features. Under
these circumstances, when the forensic expert has no prior
about these biometrics, he is forced to hallucinate or imag-
ine the position and the relative orientation of the features.

This brings in subjectivity into the forensic process which
can have a dramatic effect on the performance of the COTS
FRS. This experiment aims to study this precise effect.

We follow the same protocol as in our previous exper-
iment. However, now instead of using 5 different sources
for the facial parts, we fix one randomly chosen subject
as the facial parts source image. To introduce subjectivity
into the forensic facial part swapping, we perturb the loca-
tion of swapping in the facial parts into the face-of-interest.
Figure 4 illustrates an example of the perturbed facial part
swapping method for one subject. Table 3 showcases the
main result of this experiment. It shows the identification
rankings for the three occlusion types for four kinds of per-
turbation.

3.4. Sensitivity to Image Cropping

In this experiment, we focus on another issue that faced
by forensic investigators. In law enforcement, when the
subject is uncooperative, in many cases, the best image
available of the subject is a part of a larger crowd. In such
cases, the investigator is forced to crop out the face from
the image and present the cropped image to the COTS FRS.
We simulate this situation by considering one random im-
age from the database and obtaining 10 different crops of
the face varying in tightness. We further place the cropped
image in either a white and a black background. Figure 5
showcases the set of probes generated for this experiment.



Table 2. Identification Rankings (out of 466) for COTS FRS 1, 2 and 3 by swapping in from 5 different source face images. � denotes that
the FRS failed to detect a face, = denotes the identification ranking did not change, and - denotes that no ranking change is reported due to
FRS’s failure to detect a face.

Occlusion Source Source Source Source Source
ID in Region Image 1 4 Image 2 4 Image 3 4 Image 4 4 Image 5 4

Swapping the Eye Region

C
O

T
S

FR
S

1 1 47 233 ↓ 186 169 ↓ 122 44 ↑ 3 376 ↓ 329 429 ↓ 382
2 2 8 ↓ 6 73 ↓ 71 9 ↓ 7 159 ↓ 157 183 ↓ 181
3 3 267 ↓ 264 212 ↓ 218 52 ↓ 49 67 ↓ 64 87 ↓ 84
4 1 99 ↓ 98 430 ↓ 429 89 ↓ 88 47 ↓ 46 19 ↓ 18
5 1 6 ↓ 5 71 ↓ 70 153 ↓ 152 5 ↓ 4 18 ↓ 17

C
O

T
S

FR
S

2 1 � 24 - 16 - 27 - 20 - 20 -
2 � 7 - 31 - 3 - 22 - 33 -
3 � 3 - � - 2 - 8 - 5 -
4 � 1 - � - 4 - 6 - 1 -
5 � 1 - 8 - 1 - 1 - 1 -

C
O

T
S

FR
S

3 1 � 1 - 1 - 1 - 1 - 1 -
2 � 1 - 2 - 3 - 2 - 1 -
3 � 1 - 1 - 1 - 1 - 1 -
4 � 1 - 1 - 1 - 1 - 1 -
5 � 1 - 1 - 1 - 1 - 1 -

Swapping the Nose and Mouth Region

C
O

T
S

FR
S

1 1 32 1 ↑ 31 1 ↑ 31 1 ↑ 31 2 ↑ 30 2 ↑ 30
2 255 1 ↑ 254 4 ↑ 251 1 ↑ 254 2 ↑ 253 1 ↑ 254
3 86 2 ↑ 84 5 ↑ 81 17 ↑ 69 235 ↓ 149 227 ↓ 141
4 8 1 ↑ 7 1 ↑ 7 1 ↑ 7 1 ↑ 7 1 ↑ 7
5 231 1 ↑ 230 1 ↑ 230 2 ↑ 229 1 ↑ 230 1 ↑ 230

C
O

T
S

FR
S

2 1 � 1 - 1 - 2 - 7 - 3 -
2 � 1 - 1 - 1 - 1 - 2 -
3 � 1 - 4 - 1 - 7 - 2 -
4 � 1 - 1 - 1 - 1 - 1 -
5 � 1 - 1 - 1 - 1 - 1 -

C
O

T
S

FR
S

3 1 � 1 - 1 - 1 - 1 - 1 -
2 � 2 - 45 - 12 - 3 - 15 -
3 � 1 - 130 - 1 - 3 - 1 -
4 � 1 - � - 1 - 1 - 1 -
5 � 1 - � - 1 - 1 - 1 -

Swapping the Mouth Region

C
O

T
S

FR
S

1 1 1 1 = 1 = 1 = 1 = 1 =
2 5 1 ↑ 4 1 ↑ 4 1 ↑ 4 1 ↑ 4 1 ↑ 4
3 1 4 ↓ 3 3 ↓ 2 9 ↓ 8 84 ↓ 83 28 ↓ 27
4 1 1 = 1 = 1 = 1 = 1 =
5 1 2 ↓ 1 1 = 1 = 1 = 1 =

C
O

T
S

FR
S

2 1 1 1 = 1 = 1 = 1 = 1 =
2 3 2 ↑ 1 2 ↑ 1 2 ↑ 1 1 ↑ 2 9 ↓ 6
3 1 1 = 1 = 1 = 1 = 1 =
4 � 1 - 1 - 1 - 1 - 1 -
5 � 1 - 1 - 1 - 1 - 1 -

C
O

T
S

FR
S

3 1 1 1 = 1 = 1 = 1 = 1 =
2 1 2 ↓ 1 1 = 2 ↓ 1 1 = 2 ↓ 1
3 233 1 ↑ 232 1 ↑ 232 1 ↑ 232 1 ↑ 232 1 ↑ 232
4 � 1 - 1 - 1 - 1 - 1 -
5 � 1 - 1 - 1 - 1 - 1 -



Table 3. Identification Rankings (out of 466) for COTS FRS 1, 2 and 3 swapping in from one source image but with 4 different perturbations.
� denotes that the FRS failed to detect a face, = denotes the identification ranking did not change, and - denotes that no ranking change is
reported due to FRS’s failure to detect a face.

Source Perturbation Perturbation Perturbation Perturbation
ID Image 1 1 4 2 4 3 4 4 4

Swapping the Eye Region

C
O

T
S

FR
S

1 1 233 206 ↑ 27 180 ↑ 53 314 ↓ 81 206 ↑ 27
2 8 29 ↓ 21 4 ↑ 4 12 ↓ 4 29 ↓ 21
3 267 291 ↓ 24 192 ↑ 75 132 ↑ 135 291 ↓ 24
4 99 251 ↓ 152 98 ↑ 1 253 ↓ 154 251 ↓ 152
5 6 13 ↓ 7 17 ↓ 11 15 ↓ 9 13 ↓ 7

C
O

T
S

FR
S

2 1 24 21 ↑ 3 10 ↑ 14 15 ↑ 9 8 ↑ 16
2 7 5 ↑ 2 9 ↓ 2 17 ↓ 10 2 ↑ 5
3 3 3 = 6 ↓ 3 3 = 1 ↑ 2
4 1 � - 1 = � - 2 ↓ 1
5 1 � - 2 ↓ 1 6 ↓ 5 � -

C
O

T
S

FR
S

3 1 1 1 = 1 = 1 = 1 =
2 1 1 = 1 = 1 = 1 =
3 1 1 = 1 = 1 = 1 =
4 1 1 = 1 = 1 = 1 =
5 1 1 = 1 = 1 = 1 =

Swapping the Nose and Mouth Region

C
O

T
S

FR
S

1 1 1 1 = 1 = 1 = 1 =
2 1 1 = 4 ↓ 3 1 = 1 =
3 2 4 ↓ 2 2 = 2 = 6 ↓ 4
4 1 1 = 1 = 1 = 1 =
5 1 1 = 1 = 1 = 1 =

C
O

T
S

FR
S

2 1 1 1 = 3 ↓ 2 2 ↓ 1 3 ↓ 2
2 1 1 = 1 = 2 ↓ 1 1 =
3 1 1 = 1 = 1 = 1 =
4 1 2 ↓ 1 1 = 2 ↓ 1 2 ↓ 1
5 1 3 ↓ 2 5 ↓ 4 9 ↓ 8 1 =

C
O

T
S

FR
S

3 1 1 1 = 1 = 1 = 1 =
2 2 3 ↓ 1 110 ↓ 108 1 ↑ 1 108 ↓ 106
3 1 45 ↓ 44 2 ↓ 1 1 = 1 =
4 1 � - 1 = 242 ↓ 241 1 =
5 1 � - 1 = � - 1 =

Swapping the Mouth Region

C
O

T
S

FR
S

1 1 1 1 = 1 = 1 = 1 =
2 1 2 ↓ 1 4 ↓ 3 1 = 3 ↓ 2
3 4 8 ↓ 4 2 ↑ 2 9 ↓ 5 2 ↑ 2
4 1 1 = 1 = 1 = 1 =
5 2 1 ↑ 1 1 ↑ 1 1 ↑ 1 1 ↑ 1

C
O

T
S

FR
S

2 1 1 1 = 1 = 1 = 1 =
2 2 3 ↓ 1 2 = 1 ↑ 1 1 ↑ 1
3 1 1 = 1 = 1 = 1 =
4 1 1 = 1 = 1 = 1 =
5 1 1 = 1 = 1 = 1 =

C
O

T
S

FR
S

3 1 1 1 = 1 = 1 = 1 =
2 2 1 ↑ 1 148 ↓ 146 2 = 70 ↓ 68
3 1 298 ↓ 297 1 = 355 ↓ 354 1 =
4 1 � - 1 = � - 1 =
5 1 � - 1 = � - 1 =



Figure 5. The figure showcases the probe images generated using different kinds of occlusion with a white and black background. Sensi-
tivity of COTS FRS to such changes can lead to a degree of impracticality in use of the FRS.

We examine the similarity score returned by the three differ-
ent COTS FRS between the 20 cropped probe images and
the original target image. Table 4 presents the similarity
scores returned by the three COTS FRS for this experiment.

From Table 4, we find that for COTS FRS 1 and 2, the
similarity scores varies for the same probe image owing to
changes in cropping and a seemingly unrelated change in
the color of the background. However, COTS FRS 3 returns
near perfect results with a consistent similarity score for all
different crops and the two color of the backgrounds.

4. Discussion
In this section we take a deeper look into the results for

each COTS FRS.

4.1. COTS FRS 1:

From Table 1 we see that since COTS FRS 1 requires
eye coordinates of the face, it is able to find the face for
recognition. However, we find that occlusions in the nose
and mouth causes the most degradation in performance fol-
lowed by occlusion in the periocular region. We also no-
tice that COTS FRS 1 does not seem to capitalize on only
mouth features since mouth occlusions does not affect the
performance very much. From Table 2 we find that COTS
FRS 1 introduces a significant variation in the identification
rankings when multiple source images are used to fill in the
occluded periocular and nose and mouth region. However,
there seems to be some merit in using the facial part swap-
ping method since in the case of nose and mouth occlusions,
rankings improve significantly after swapping. This result
at the same time questions the credibility of the FRS since
the swapped in part contains biometric information of an-

other subject. It is questionable and surprising that the FRS
uses some other biometric information to its benefit. In fill-
ing the mouth region with multiple source images, the iden-
tification performance is not affected a lot. Table 3 shows
that COTS FRS 1 suffers similar significant variations in
identification rankings when the same single source image
was swapped into the periocular region with slight pertur-
bation. In the case of swapping into the nose and mouth
and just the mouth region, the performance degradation is
far less severe. Thus, subjective differences in the forensic
facial part swapping process leads to unpredicted changes
and effects in the identification rankings making practical
use of the COTS FRS 1 algorithm using facial part swap-
ping difficult. Further, the decision of which source face to
use to salvage facial parts from especially for the eyes and
nose region seems to be a vital factor.

4.2. COTS FRS 2:

COTS FRS 2, as seen in Table 1, almost entirely failed to
process the occluded faces which is precisely the problem
faced by forensic experts. However, from Table 2 we find
that COTS FRS 2 performs much more robustly than COTS
FRS 1 in handling different source images. Nonetheless,
it also introduces significant variability in rankings when
the periocular region is swapped (a 30 rank drop equals
a 30/466 = 6% drop in ranking, amounting to a much
larger number when a larger database is used). We note
that the performance of COTS FRS 2 is much better and
again would seem to provide some merit to the facial part
swapping process used by forensic investigators. Table 3
shows that COTS FRS 2 is rather sensitive to the slight
perturbations in the swapping method even when using the
same source image especially in the periocular region. At



Table 4. Matching Scores for COTS FRS 1, 2 and 3 for different crop images on black and white background. B1-B10 correspond to crops
from small to large with black background, and W1-W10 correspond to the crops from small to large with white background.

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 Original
FRS 1 2.4839 3.0353 3.0433 3.0786 3.0117 3.0032 3.0096 3.0096 3.0096 3.0096 3.0348
FRS 2 2.7100 3.0869 2.9209 3.0439 3.2881 0.6230 1.5840 2.8623 2.8662 2.4326 2.6602
FRS 3 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 Original
FRS 1 2.8613 2.9357 3.0711 3.0132 3.0032 3.0096 3.0096 3.0096 3.0096 3.0096 3.0348
FRS 2 3.3076 2.7275 3.1982 3.1904 3.2227 2.1816 1.8047 2.1172 2.3818 2.7324 2.6602
FRS 3 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995 0.9995

times however, such as swapping into the nose and mouth
occluded region, the FRS does introduce variation in inde-
pendent rankings which would be exaggerated in a larger
database.

4.3. COTS FRS 3:

Examining COTS FRS 3, we immediately see from Ta-
ble 1 that it also almost completely fails in occluded images.
Table 2 shows that COTS FRS 3 seems to perform similarly
to COTS FRS 2 in response to different sources for the oc-
cluded regions of the face. COTS FRS 3 however, seems
to be more robust to he periocular region swapping but less
so for the nose and mouth. However, Table 3 shows that
COTS FRS 3 introduces unpredictable variation in identifi-
cation rankings owing to slight perturbations in the swapped
in facial parts especially in the nose and mouth and also the
mouth region.

Overall, we find that swapping in facial parts from other
sources could help in some cases. However, note that we are
able to make that observation since we have the ground truth
labels. In a real world setting, it would be nearly impossi-
ble to directly accept the identification rankings as all three
COTS FRS present them. We also note that forensic ex-
perts usually combine the automated facial matching effort
with the manual counterpart wherein the investigator rejects
many faces from the top ranks based on other information.
However, manual processing is practical only up to a small
number of images, say about a 100. Thus unpredictability
and clear inconsistency in identification rankings and sensi-
tivity to the source images and the slight orientation changes
due to subjectivity in forensic face processing can make it
impractical for the investigator to match the probe image in
the database. These results highlights the need for a system
which is consistent across the forensic techniques the inves-
tigators have to use in order to get an identification ranking.
Further, a long term goal would be to have more robust FRS
which work on partial models of faces. A cooperation be-
tween law enforcement agencies and the pattern recognition
community can help the community develop technologies
which directly address the biggest challenges faced by the
agencies.

5. Conclusions
This work presents, to the best of our knowledge, the

first preliminary study into the sensitivity of COTS FRS to
forensic face processing techniques designed to deal with
occlusion and cropping. Our experiments find that although
there seems to be some merit in the techniques used by
forensic experts, there are clear inconsistencies in the identi-
fication rankings returned by the COTS FRS. Factors which
are out of the control of experts and investigators such as
source images for facial parts and the subjectivity in the
processing framework have a dramatic effect on the perfor-
mance on the COTS FRS, in many cases for the worse.

The work clearly highlights and motivates more serious
efforts needed in systems which are able to deal with oc-
clusions and which are designed with the needs of forensic
experts in mind. Variations in identification rankings ow-
ing to sensitivity to minute changes in the processed image
can be magnified when dealing with the large scale datasets
used by the law enforcement agencies. Although, there have
been considerable advancements in commercial face recog-
nition art, much work is needed in dealing with real-world
scenarios which have the potential to have a huge impact in
law enforcement and other related applications.
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