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Abstract
Terahertz (THz) imaging is an innovative technology of

imaging which can supply a large amount of data unavail-
able through other sensors. However, the higher dimension
of THz images can be a hurdle to their display, their anal-
ysis and their interpretation. In this study, we propose a
weighted feature space and a simple random sampling in
k-means clustering for THz image segmentation. Our ap-
proach consists to estimate the expected centers, select the
relevant features and their scores, and classify the observed
pixels of THz images. It is more appropriate for achieving
the best compactness inside clusters, the best discrimination
of features, and the best tradeoff between the clustering ac-
curacy and the low computational cost. Our approach of
segmentation is evaluated by measuring performances and
appraised by a comparison with some related works.

1. Introduction
Terahertz radiation (T-ray) refers to the region of elec-

tromagnetic spectrum occupying the band of frequencies
from 0.1 to 10 THz and bounded by microwave and in-
frared bands. Compared to X-ray, infrared and microwave,
THz image automatic analysis and interpretation are in its
infancy. However, advances in THz acquisition technolo-
gies open the door to practical use in several areas such as
medical diagnosis and security. The reader can find more
about applications in [9, 11]. T-rays are non invasive and
penetrate dry and non-metallic objects (paper, cloth, etc).

THz images can be acquired by acquisition in both ac-
tive or passive modes. THz imaging in the active mode is
formed by measures of sequences of chronological series
or signals reflected from or transmitted through a sample.
Each series can be represented by several bands or features
(e.g. 1024 features) which characterise one pixel and the
combination of these series into rows and columns consti-
tutes the raw THz data cube (e.g. the R × C × P cube
in figure 1, where R, C and P represent respectively the

number of rows, columns and features). Beyond the ac-
quisition, the THz image segmentation has been studied in
[8, 12, 13, 14, 15]. The k-means based clustering is the most
popular used technique [1, 2, 5]. However, the high dimen-
sionality of THz images lead to some new challenges for
relevant feature selection. Indeed, the relevant features can
be embedded only on few bands [4, 9]. For this raison, in
several related works, some measures from the whole time
series are used, such as the amplitude of the maximal pick
and the time delay of the maximal pick of the time series
[4, 8, 9]. These measures remain insufficient to characterise
the different objects of THz images [1]. However, existing
k-means algorithms deal all features with equal weights.
Moreover, making use of the whole data into the cluster-
ing process decreases the k-means performances. It is thus
necessary to integrate data sampling designs and feature
weighting methods into k-means algorithm to extract rele-
vant bands from the vast THz data observations. Data sam-
pling and feature weighting techniques can improve the ef-
ficiency and the accuracy of the analysis.

In this paper we propose the use of SRS sampling and
feature weighting. SRS sampling has been used in the
works of Ayech and Ziou [2]. They have proposed an ap-
proach called SRS-k-means which consists to use the k-
means technique under the SRS sample to avoid the use of
the whole set of pixels. In this paper, we propose to refor-
mulate the SRS-k-means by selecting the relevant features
using a weighting strategy. The weighting methods have
been used in [10] to analysis heart diseases and Australian
credit card data. They have proposed to assign weights
to features iteratively updated during the clustering pro-
cess. Our main contributions consist to integrate the feature
weighting and the SRS sampling into the k-means cluster-
ing. Our approach is called SS-k-means and consists to
learn the weights of features according to their clustering
importance and introduce the simple random sampling de-
sign into the k-means process. Note that the SS-k-means
would be more appropriate for achieving the best compact-



Figure 1. In the left, 3D THz data cube represented byR×C pixels
and characterized by P raw features. The two pixels colored in
blue and orange, which belong respectively to a typical region of
the carbon fiber and a damaged zone, correspond to the two THz
responses with the same colors in the right.

ness inside clusters, the best discrimination of features, and
the best tradeoff between the clustering accuracy and the
low computational cost. There are three main differences
with the state of art: 1) the high dimensional data which are
the THz images (1024 bands) and the feature space used;
2) the feature weighting formulation; 3) the combination of
the feature weighting and the SRS sampling.

The paper is organized as follows: in section 2, we
present an insight about related works of various THz imag-
ing applications. Moreover, SRS-k-means approach has
been detailed. We show its limitations and propose sub-
sequently, in section 3, a novel approach to overcome these
limitations. Our approach of segmentation is compared to
k-means, SRS-k-means and W-k-means on THz images.
The results are illustrated and discussed in section 4.

2. Background
2.1. Terahertz imaging

THz images are formed by capturing T-rays reflected
from or transmitted through objects. Water and moisture
objects highly absorb the T-rays, however, dry objects (such
as paper, cloth and plastic) are transparent to T-rays and pro-
vide no significant reflected radiations. Metals are opaque
to T-rays and reflect most incoming radiations. Other inter-
esting materials, which offer specific T-rays, are detailed in
[3, 9]. THz image is formed by several bands (e.g. 1024
bands). The high dimensionality of THz images leads to
some new challenges for relevant feature selection. The
features are used for the segmentation of THz images. In
the most related works, classification of features is used for
THz image segmentation.

Numerous works have been proposed to segment THz
images. Some works are summarized in this section in
terms of feature space used and classification or clustering
techniques. The basic feature space is the raw time series
of THz images [3]. Other feature spaces are obtained by
using Fourier or Wavelet transforms [12, 13, 14]. The fea-
ture space can be used with only one band or with several
bands. In the first case, the choice of the band can be pri-
ori fixed either from the time or the spectral spaces of the
THz image [8]. Some measures from the shape of the entire
time series or other spectral transform are used, such as the

Figure 2. Dataset distributed in 2D space: full data (N = 4000) in
the left and SRS sample (n = 40) in the right.

amplitude and the time delay of the maximal pick of time
series [4, 8]. In the second case, several bands are used,
such as the full time series of THz image, the full spectral
amplitude, and a collection of some bands from time series
[3, 4, 8, 13]. Some authors are proposed to reduce the fea-
ture space by using AR, ARMA, PCA, and decision tree
[1, 6, 8, 14, 15]. THz image segmentation is generally per-
formed in terms of classification, such as Mahalanobis clas-
sifier, SVM and neural networks [8, 13, 14, 15], and cluster-
ing, such as k-means, ISODATA, hierarchical chameleon,
and KHM [1, 2, 3, 4, 6, 12].

In the most related works, k-means clustering has been
shown efficient for the THz image segmentation [2, 3, 4, 6].
However, k-means techniques deal all the features with
equal weights. Beside, making use of the whole data into
the clustering process may decreases the k-means perfor-
mances. We show in this paper the effect of both random
sampling of the pixels and weighting method of the fea-
tures in the k-means clustering accuracy. Our approach is
compared with some related works.

2.2. SRS-k-means clustering
SRS-k-means [2] consists to combine the simple random

sampling (SRS) [7] and the k-means clustering technique
[5]. A representative sample XSRS of n points from the
observed population X of N points is then randomly se-
lected and regrouped into homogeneous clusters in order to
get conclusions about the centers. The main steps necessary
to select a SRS data are summarized as follows:

SRS(X,n) algorithm
1. Develop a population list of all the elements of the
studied population and assign each element a number
to be able to access to the population.
2. Generate a list of n random numbers.
3. Select the elements {x1, ..., xn} that have numbers
corresponding to the generated random number list
and save them in a dataset denoted XSRS .
4. Return XSRS .
Figure 2 shows an example of a dataset X (on the left)

and a small XSRS (on the right) distributed into two clus-
ters. We show that only 1% of the population can repre-
sent the data under study and allows providing inferential
statistics for the whole data clustering. SRS-k-means is a
two-step algorithm. The E-step (estimation step) consists to
classify the XSRS into L clusters; each one is represented



by its own estimated centerml. The C-step (clustering step)
consists then to affect each point from the observed data X
to the nearest cluster represented by its estimated center.

The SRS-k-means technique appears faster than the tra-
ditional k-means; however, all the features are dealt with
equal importance into the clustering process in spite of some
features can be noisy or uninformative.

3. The proposed SS-k-means clustering
In data clustering, there is no evident that features with

equal importance will lead to the most significant clustering
results. Traditional k-means clustering techniques deal with
all features equally in deciding the cluster memberships of
data points. However, this is not desirable in THz imag-
ing where pixels often contains a huge number of diverse
features. The structure of clusters in a given THz image is
often restricted to a subset of features rather than the whole
set of features. This leads us to ask the following questions:
Is there a useful way to reduce the features space related to
the structure of clusters? Is it possible to identify the rel-
evant features for a given pixel? In this section, we start
by presenting our feature weighting formulation into the
clustering process to overcome the limitations of k-means
techniques. Our approach, called SS-k-means, consists to
combine the feature weighting and the simple random sam-
pling into k-means clustering to provide the best tradeoff
between the clustering accuracy and the low computational
cost. The main idea of SS-k-means is to find a feature space
in which the clusters are better separated. In other words,
each cluster must possess a minimal dispersion, while the
global data must be characterized by maximal dispersion.
More formally, the dispersion within clusters is defined by:

ϕp =

L∑
l=1

n∑
j=1

uajld(xjp,mlp) (1)

where n represents the size of the SRS sample; mlp is
the center of the lth cluster for the pth feature; ujl is
the membership degree of the jth point in the lth cluster;
d(xjp,mlp) = (xjp−mlp)

2 is the distance metric that mea-
sures the similarity between a data point and a cluster center
for the pth feature, and a > 1 is the fuzzification degree.
This criterion must be minimized to promote features hav-
ing the best compactness inside clusters. The second crite-
rion is called global-data dispersion criterion, represented
by ψp and defined as follows:

ψp =

n∑
j=1

d(xjp,mp) (2)

where mp is the arithmetic mean of the SRS sample for the
pth feature. This criterion must be maximized to identify
discriminative features which encourage the centers to be
separated as much as possible.

Let us consider w = (w1, ..., wP ) be the weights for the
P features and b a control parameter of these weights. A

Figure 3. (a) XSRS of n = 40 points. The SS-k-means clustering
of XSRS gives the within-cluster dispersion ϕp and the global-
data dispersion ψp shown respectively in (b) and (c). (d), (e), (f)
and (g) represent the final feature weights for c = 0, 0.5, 1 and 2.

compromise between minimizing ϕp and maximizing ψp
leads to propose minimizing the following function:

J(Φ,Ψ, w) =

P∑
p=1

wbp
ϕp
ψcp

(3)

where Φ = (ϕ1, · · · , ϕP ) and Ψ = (ψ1, · · · , ψP ) are
two vectors of P variables. The parameter c is a real
which consists to control the effect of ψp regarding to ϕp.
The objective function J is minimized with respect to the
membership functions ujl, the centers mlp and the fea-
ture weights wp. The variables ujl and wp must verify
the constraints {ujl | ujl ∈ [0, 1] and

∑L
l=1 ujl = 1} and

{wp | wp ∈ [0, 1] and
∑P
p=1 wp = 1}. The objective func-

tion optimization is solved by using Lagrange multiplier
technique. Then, the first order condition allows writing the
membership degrees, the centers and the feature weights as
follows:

ujl =

 L∑
h=1


∑P
p=1

wb
p

ψc
p
d(xjp,mlp)∑P

p=1

wb
p

ψc
p
d(xjp,mhp)


1

a−1


−1

(4)

mlp =

∑n
j=1 u

a
jlxjp∑n

j=1 u
a
jl

(5)

wp =

(
ψc

p

ϕp

)1/(b−1)

∑P
t=1

(
ψc

t

ϕt

)1/(b−1)
(6)

A representative sample from the observed population is
then randomly selected in order to learn the cluster centers
and the feature weights. We assume that the number L of
clusters is known. The L-step (learning step) of SS-k-means
consists to classify the XSRS into L clusters of pixels; each
cluster is represented by one center ml and each pixel is
characterized by P features and their weights w. The learn-
ing process is then done by iterating between three steps,
updating the centers of clusters, the membership of objects
and the weights of features, until convergence. Let us con-
sider a parameter Q ≤ P . The Q highest scores w∗ are



Figure 4. An image of four chemical compounds in visible spec-
trum in the left and the ground truth of the THz image in the right.

Figure 5. An image of a moth acquired in visible spectrum in the
left and the 570th band of the THz image in the right.

identified, the corresponding features are selected, and the
dimensionality of the whole set of pixels are then reduced.
The L-step algorithm can be summarized as follows:

L-step algorithm
1. Data: XSRS = SRS(X ,n) algorithm

Initialize ml by random points from XSRS

2. Do
Update centers mlq using Eq. 5
Update membership degrees ujl using Eq. 4
Update feature weights wq using Eq 6

Until |J t − J t−1| <threshold
3. Identify the Q highest weights wp and select the
corresponding features. Let us denote w∗, the vector
of the selected feature weights.

The C-step (clustering step) of SS-k-means consists
therefore to assign each point from the whole observed pop-
ulation, described in the space of the selected features, to
the nearest cluster, represented by its estimated center m∗

l .
For that reason, we propose to estimate the membership de-
gree of data points by minimizing the objective function
J(Φ∗,Ψ∗, w∗) in equation 3 where w∗ is estimated in the
L-step. The functions Φ∗ and Ψ∗ are described in the space
of the selected features associated to the whole observed
population. The membership degrees of the observed data
to the clusters are given by equation 4 using Q, w∗, ψ∗

q and
m∗ instead of P , w, ψq and m. The resulted clusters are
defined by the obtained membership degrees of data points.

Figure 3 (a) shows an example of XSRS sample dis-
tributed in two clusters and randomly drown from the pop-
ulation X . The XSRS sample represents only 1% of the
observed population X in figure 2. We propose to cluster
the population X by using the SS-k-means clustering. Fig-
ures 3 (b) and (c) show respectively the resulted ϕp and ψp
associated to XSRS . These figures show that ϕ1 > ϕ2 and
ψ1 � ψ2. SS-k-means consists to promote features hav-
ing a compromise between minimal values of within-cluster
dispersion which corresponds to ϕ2 and maximal values of

global-data dispersion which corresponds to ψ1. Figure 3
from (d) to (g) show the final feature weights (w1 for fea-
ture 1 andw2 for feature 2) respectively for c equal to 0, 0.2,
1 and 2. For c equal to 0, w2 > w1, while for 0.2, 1 and 2,
w1 > w2 and w1 grow when c increase. When c > 0, SS-
k-means promotes then feature 1 than feature 2 which well
explains the visual repartition of data. The example shows
the interest of assigning weights to features by using a com-
promise between within-cluster and global-data dispersions
associate only to a small number of data points. We note
that k-means [5], W-k-means [10] and SRS-k-means [2]
are particular cases of the SS-k-means. Indeed, The SRS-
k-means can be obtained from equation 3 when b = c = 0,
the W-k-means when n = N and c = 0, and the k-means
when n = N and b = c = 0.

4. Experimental results
In this section, SS-k-means, W-k-means, SRS-k-means

and k-means are tested on chemical and moth THz images.
Since the THz images cannot be displayed (hundreds of
bands), we present in figures 4 and 5 the objects which were
acquired in THz spectrum and used for the validation. The
ground truth of the chemical THz image and the 570th THz
band of the moth are shown in the right of the same figures.
The chemical THz image is constituted by four compounds,
L-Tryptophan (0.200g), L-Tryptophan (0.100g), L-Valine
(0.200g) and Proline (0.200g), extracted and distributed into
four false colored regions, while the moth image is essen-
tially constituted by two wings. Each pixel of chemical and
moth THz images are formed respectively by 1052 and 894
bands in the time domain. We have tested parameters a
and b and we have found that best segmentation results are
obtained when a = b = 2. The feature weights and the
centers were randomly initialized by the same values for the
different tests. The segmentation of the two images was em-
ployed respectively with 4 and 5 clusters. Figures 6 and 8
shows the chemical THz image segmentation for different
techniques. In figure 6, the SS-k-means was carried out
for n = N using different values of c. For chemical com-
pounds, both k-means and W-k-means produce as output
an over-segmented images (figures 6 (a) and 6 (b)). In the
case of k-means, L-Tryptophan (0.200g) and L-Tryptophan
(0.100g) clusters are fused together which clearly shows
the limitations of k-means segmentation using equal fea-
ture weights. However, W-k-means produces the final fea-
ture weights represented by the curve in figure 7 (a). The
W-k-means promotes features in the interval [1,200] which
are not discriminative and leads to over-segmented regions.
Figure 6 from (c) to (f) display the obtained regions of SS-
k-means for c equal to 0.5, 1, 1.2, and 1.5. For c = 0.5,
the red region is ameliorated compared to W-k-means and
begins to be clearly formed. The final feature weights are
represented in figure 7 (b) and the highest scores is in the



Figure 6. Chemical THz image segmentation for k-means (a), W-k-means (b) and SS-k-means for c=0.5 (c), 1 (d), 1.2 (e), 1.5 (f), 2.5 (g)

Figure 7. The feature weights of W-k-means (a) and SS-k-means on the chemical THz image for c=0.5 (b), 1 (c), 1.2 (d), 1.5(e) and 2.5(f)

Q = 10 Q = 20 Q = 30 Q = 100

(a) SRS-k-means (b) SS-k-means .

Figure 8. The chemical THz image segmentation of (a) SRS-k-
means and (b) SS-k-means.

intervals [1,200], [490,680], and [910,1052]. Among them,
some features are not yet discriminative to improve the clus-
tering. The best chemical image segmentation is obtained
when c surpass 0.5 in figures 6 (d), (e) and (f), the four com-
pounds become very well identified, except some points of
L-Valine (0.200g) are misclassified. The pertinent bands are
around 250, 425, 610 and 720. However, when c ≥ 2.5, SS-
k-means segmentation of the chemical THz image produces
under-segmented regions and the red and the green regions
which represent respectively the L-Tryptophan (0.200g) and
the L-Valine (0.200g) are fused together.

In figure 8, the chemical THz image segmentation us-
ing SS-k-means is also compared with the SRS-k-means
for different sample size. The regions obtained by SRS-k-
means are very bad and similar to k-means output. However
for c = 1.2, the figure 8 (b) shows the output regions of SS-
k-means for different values of n and Q. Note that when Q
surpassing 20, the results are very interesting. For a good
choice of n and Q, the statistics in figures 9 and 10 show
the efficiency and the rapidity of SS-k-means to segment the
chemical THz image. Then a small sample of pixels, around
1%, and a minimal number of features, around 3%, are suf-
ficient to produce good segmentation using SS-k-means.

Figure 9. Clustering performance and run time of k-means, W-k-
means and SS-k-means for n=N and c=0.5, 1, 1.2, 1.5, 2 and 2.5.

Figure 10. Clustering performances and running time of SRS-k-
means and SS-k-means for different values of n and Q.

Figures 11 and 13 show the segmentation outputs of the
four clustering algorithms on the moth THz images. Both
k-means and W-k-means produce a wrongly segmented re-
gions in figures 11 (a) and 11 (b). The obtained regions
clearly illustrate the limitations of both techniques to pro-
vide good structure of wings. Figure 12 (a) shows that
the weights estimated by using W-k-means in the intervals
[1,100] and [220,380] are not relevant, which leads to the
under-segmentation. Figure 11 from (c) to (f) display the
obtained regions of SS-k-means for c equal to 1, 1.5, 2, and
2.5. The structure of the moth wings is again wrongly seg-
mented for c equal to 1 and 1.5. The corresponding highest
feature weights in figure 12 (b) and (c) are around 150, 400,
and 680. Among them, some features are not relevant which
explain the decrease of the clustering performances. The
best regions are obtained when c surpass 1.5 in figures 11
(e) and (f). The structure of the moth wings are preserved.
In figure 13, a comparison between SS-k-means and SRS-
k-means are done. The regions output of SS-k-means (c
fixed to 2) outperform those obtained by SRS-k-means for
different values of n andQ. Note that only less than 1% and
low number of features are sufficient to segment accurately
both images.



Figure 11. Moth THz image segmentation for k-means (a), W-k-means (b) and SS-k-means for c = 1 (c), 1.5 (d), 2 (e), 2.5 (f)

Figure 12. The feature weights of W-k-means (a) and SS-k-means on the moth THz image for c = 1 (b), 1.5 (c), 2 (d) and 2.5 (e)

Q = 10 Q = 20 Q = 100

(a) SRS-k-means (b) SS-k-means .
Figure 13. The moth THz image segmentation of (a) SRS-k-means
and (b) SS-k-means.

5. Conclusion
In this paper, we have proposed a novel clustering ap-

proach, called SS-k-means, to segment THz images. Fea-
ture weighting is used in order to reduce the number of fea-
tures required for carrying out the segmentation. In addition
to the computational time, irrelevant features decreases the
clustering accuracy. The SRS scheme allows to use around
1% of pixels. Our approach is more appropriate for achiev-
ing the best compactness inside clusters and the best dis-
crimination of features. It is evaluated and compared favor-
ably with some related works. Note that, the choice of the
SRS sample size and the number of features are important
issues which require further studies.
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