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Abstract

Video segmentation research is currently limited by the
lack of a benchmark dataset that covers the large variety
of subproblems appearing in video segmentation and that
is large enough to avoid overfitting. Consequently, there
is little analysis of video segmentation which generalizes
across subtasks, and it is not yet clear which and how
video segmentation should leverage the information from
the still-frames, as previously studied in image segmenta-
tion, alongside video specific information, such as temporal
volume, motion and occlusion. In this work we provide such
an analysis based on annotations of a large video dataset,
where each video is manually segmented by multiple per-
sons. Moreover, we introduce a new volume-based metric
that includes the important aspect of temporal consistency,
that can deal with segmentation hierarchies, and that re-
flects the tradeoff between over-segmentation and segmen-
tation accuracy.

1. Introduction
Video segmentation is a fundamental problem with many

applications such as action recognition, 3D reconstruction,

classification, or video indexing. Many interesting and suc-

cessful approaches have been proposed. While there are

standard benchmark datasets for still image segmentation,

such as the Berkeley segmentation dataset (BSDS) [18], a

similar standard is missing for video segmentation. Re-

cent influential works have introduced video datasets that

specialize on subproblems in video segmentation, such as

motion segmentation [4], occlusion boundaries [22, 23], or

video superpixels [28].

This work aims for a dataset with corresponding annota-

tion and an evaluation metric that can generalize over sub-

problems and help in analyzing the various challenges of

video segmentation. The proposed dataset uses the natural

sequences from [23]. In contrast to [23], where only a sin-

gle frame of each video is segmented by a single person, we

extend this segmentation to multiple frames and multiple

persons per frame. This enables two important properties in

Figure 1. (Column-wise) Frames from three video sequences of the

dataset [23] and 2 of the human annotations which we collected

for each. Besides the different coloring, the frames show differ-

ent levels of human agreement in labelling. We provide an analy-

sis of state-of-the-art video segmentation algorithms by means of

novel metrics leveraging multiple groundtruths. We also analyze

additional video specific subproblems, such as motion, non-rigid

motion and camera motion.

the evaluation metric: (1) temporally inconsistent segmen-

tations are penalized by the metric; (2) the metric can take

the ambiguity of correct segmentations into account.

The latter property has been a strong point of the BSDS

benchmark on single image segmentation [18]. Some seg-

mentation ambiguities vanish by the use of videos (e.g.,

exact placement of a boundary due to similar color and

texture), but the scale ambiguity between scene elements,

objects and their parts persists. Should a head be a sepa-

rate segment or should the person be captured as a whole?

Should a crowd of people be captured as a whole or should

each person be separated? As in [18], we approach the scale

issue by multiple human annotations to measure the natural

level of ambiguity and a precision-recall metric that allows

to compare segmentations tuned for different scales.

Moreover, the dataset is supposed to cover also the var-

ious subproblems of video segmentation. To this end, we

provide additional annotation that allows an evaluation ex-

clusively for moving/static objects, rigid/non-rigid objects

or videos taken with a moving/static camera. The annota-

tion also enables deeper analysis of typical limitations of
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current video segmentation methods. We consider a large

set of publicly available methods and compare their perfor-

mance on the general benchmark and the different subsets.

2. Video Segmentation Literature
A large body of literature exists on video segmentation

leveraging appearance [2, 27, 13, 29], motion [21, 4, 11], or

multiple cues [8, 12, 14, 15, 20, 16, 17, 19, 10, 6, 9].

Various techniques are used, e.g. generative layered

models [14, 15], graph-based models [13], mean-shift

[8, 20] and techniques based on manifold-embedding and

eigendecomposition such as ISOMAP [11] and spectral

clustering [21, 4, 9, 10]. Graph-based [13, 29] and mean-

shift techniques [20] are based on local properties and usu-

ally focus on generating an over-segmentation of a video.

Other methods are more object centric. For instance, lay-

ered models [14, 15] have shown potential to learn object

motion and appearance. Recent works on video segmenta-

tion exploit the motion history contained in point trajecto-

ries [4, 17, 19, 9]. These methods focus only on moving

objects, while static objects are combined to a single clus-

ter. Instead of points, some other works [2, 27, 11, 10, 6]

track superpixels as these provide a desirable computational

reduction and powerful within-frame representation.

This literature overview, which is by far not complete,

shows the large diversity of video segmentation approaches.

There is a fundamental need for a common dataset and

benchmark evaluation metrics that can cover all the vari-

ous subtasks and that allows an analysis highlighting the

strengths and limitations of each approach. In the follow-

ing, we will first specify criteria for the dataset and anno-

tation in Section 3; then we specify the evaluation metric

in Section 4, and finally we will use these to analyze the

current state of the field in Sections 5 and 6.

3. Video Segmentation Dataset and Annotation
A good video segmentation dataset should consist of a

large number of diverse sequences with the diversity span-

ning across different aspects. Some of those aspects are

equivalent to those of a good image segmentation dataset,

i.e., the videos should contain a variety of “objects”: peo-

ple, animals, man-made and natural scene elements; the size

of the objects should span a wide range: from few hundred

pixels to covering a large portion of the frame; the appear-

ance of the scene elements should vary across sequences

and should comprise of both homogenous and textured ob-

jects. In addition to the image based diversity, the diver-

sity of video sequences should also include occlusion and

different kinds of object and camera motion: translational,

scaling and perspective motion.

Current video segmentation datasets are limited in the

aforementioned aspects: figment [9] only includes equally-

sized basketball players; CamVid [3] fulfills appearance

heterogeneity but only includes 4 sequences, all of them

recorded from a driving car. Similarly [5, 25, 13, 28] only

include few sequences and [13] even lacks annotation. On

motion segmentation, the Hopkins155 dataset [24] provides

many sequences, but most of them show artificial checker-

board patterns and ground truth is only available for a very

sparse set of points. The dataset in [4] offers dense ground

truth for 26 sequences, but the objects are mainly limited to

people and cars. Moreover, the motion is notably transla-

tional. Additionally, these datasets have at most VGA qual-

ity (only [3] is HD) and none of them provide viable training

sets.

A recent video dataset, introduced in [23] for occlusion

boundary detection, fulfills the desired criteria of diversity.

While the number of frames per video is limited to a max-

imum of 121 frames, the video sequences are HD and in-

clude 100 videos arranged into 40 train + 60 test sequences.

The dataset is also challenging for current video segmen-

tation algorithms as experiments show in Sections 5 and 6.

We adopt this dataset and provide the annotation necessary

to make it a general video segmentation benchmark.

Following [18] we provide multiple human annotations

per frame. Video annotations should be accurate at object

boundaries and most importantly temporally consistent: an

object should have the same label in all ground truth frames

throughout the video sequence. To this end, we invited the

annotators to watch the videos completely and thus motion

played a major role in their perception. Then, they were

given the following pointers: What to label? The objects,
e.g. people, animals etc. and image parts, e.g. water sur-
faces, mountains, which describe the video sequence.

4. Benchmark evaluation metrics
We propose to benchmark video segmentation perfor-

mance with a boundary oriented metric and with a volumet-

ric one. Both metrics make use of M human segmentations

and both can evaluate over- and under-segmentations.

4.1. Boundary precision-recall (BPR)

The boundary metric is most popular in the BSDS bench-

mark for image segmentation [18, 1]. It casts the boundary

detection problem as one of classifying boundary from non-

boundary pixels and measures the quality of a segmentation

boundary map in the precision-recall framework:

P =
|S ∩

(⋃M
i=1 Gi

)
|

|S| (1)

R =

∑M
i=1 |S ∩Gi|∑M

i=1 |Gi|
(2)

F =
2PR

R+ P
(3)
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where S is the set of machine generated segmentation

boundaries and {Gi}Mi=1 are the M sets of human anno-

tation boundaries. The so-called F-measure is used to eval-

uate aggregate performance. The intersection operator ∩
solves a bipartite graph assignment between the two bound-

ary maps.

The metric is of limited use in a video segmentation

benchmark, as it evaluates every frame independently, i.e.,

temporal consistency of the segmentation does not play a

role. Moreover, good boundaries are only half the way to a

good segmentation, as it is still hard to obtain closed object

regions from a boundary map. We keep this metric from

image segmentation, as it is a good measure for the local-

ization accuracy of segmentation boundaries. The more im-

portant metric, though, is the following volumetric metric.

4.2. Volume precision-recall (VPR)

VPR optimally assigns spatio-temporal volumes be-

tween the computer generated segmentation S and the M
human annotated segmentations {Gi}Mi=1 and measures

their overlap. A preliminary formulation that, as we will

see, has some problems is

P̃ =
1

M

M∑
i=1

∑
s∈S

maxg∈Gi |s ∩ g|
|S| (4)

R̃ =
M∑
i=1

∑
g∈Gi

maxs∈S |s ∩ g|
∑M

i=1 |Gi|
(5)

The volume overlap is expressed by the intersection oper-

ator ∩ and |.| denotes the number of pixels in the volume.

A maximum precision is achieved with volumes that do not

overlap with multiple ground truth volumes. This is rela-

tively easy to achieve with an over-segmentation but hard

with a small set of volumes. Conversely, recall counts how

many pixels of the ground truth volume are explained by the

volume with maximum overlap. Perfect recall is achieved

with volumes that fully cover the human volumes. This is

trivially possible with a single volume for the whole video.

Obviously, degenerate segmentations (one volume cov-

ering the whole video or every pixel being a separate vol-

ume) achieve relatively high scores with this metric. The

problem can be addressed by a proper normalization, where

the theoretical lower bounds (achieved by the degenerate

segmentations) are subtracted from the overlap score:

P =

∑M
i=1

[{∑
s∈S

maxg∈Gi
|s ∩ g|}−maxg∈Gi

|g|
]

M |S| −∑M
i=1maxg∈Gi

|g|
(6)

R =

∑M
i=1

∑
g∈Gi

{maxs∈S |s ∩ g| − 1}
∑M

i=1 {|Gi| − ΓGi
}

(7)

where ΓGi
is the number of ground truth volumes in Gi.

For both BPR and VPR we report average precision

(AP), the area under the PR curve, and optimal aggregate

measures by means of the F-measures: optimal dataset scale

(ODS), aggregated at a fixed scale over the dataset, and op-

timal segmentation scale (OSS), optimally selected for each

segmentation. In the case of VPR, the F-measure coincides

with the Dice coefficient between the assigned volumes.

4.3. Properties of the proposed metrics

BPR and VPR satisfy important requirements (cf. [26]):

i. Non-degeneracy: measures are low for degenerate seg-

mentations.

ii. No assumption about data generation: the metrics do

not assume a certain number of labels and apply therefore

to cases where the computed number of labels is different

from the ground truth.

iii. Multiple human annotations: inconsistency among

humans to decide on the number of labels is integrated into

the metrics, which provides a sample of the acceptable vari-

ability.

iv. Adaptive accommodation of refinement: segmenta-

tion outputs addressing different coarse-to-fine granularity

are not penalized, especially if the refinement is reflected in

the human annotations, but granularity levels closer to hu-

man annotations score higher than the respective over- and

under-segmentations; this property draws directly from the

humans, who psychologically perceive the same scenes to a

different level of detail.

v. Coarse-to-fine segmentations and working regimes:

the metrics allow the insightful analysis of algorithms at dif-

ferent working regimes: over-segmentation algorithms de-

composing the video into several smaller temporally con-

sistent volumes will be found in the high precision VPR

area and correspondingly in the high recall BPR area. More

object-centric segmentation methods that tend to yield few

larger object volumes will be found in the VPR high recall

area, BPR high precision area. In both regimes, algorithms

that trade off precision and recall in a slightly different man-

ner can be compared in a fair way via the F-measure.

vi. Compatible scores: both metrics allow comparing the

results of the same algorithm on different videos and the

results of different algorithms on the same set of videos.

The VPR metric additionally satisfies the requirement of

vii. Temporal consistency: object labels that are not con-

sistent over time get penalized by the metric.

All previously proposed metrics do not satisfy all these

constraints. The one in [4] is restricted to motion segmenta-

tion and does not satisfy (iii) and (v). The metrics in [28] do

not satisfy (iii). The boundary metric in [1] is designed for

still image segmentation and do not satisfy (vii). The region

metrics in [1] have been extended to volumes [27, 10] but

do not satisfy (i) and (v).
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BPR VPR Length NCL

Algorithm ODS OSS AP ODS OSS AP μ(δ) μ

Human 0.71 0.71 0.53 0.83 0.83 0.70 83.24(40.04) 11.90
∗Corso et al. [7] 0.51 0.53 0.37 0.51 0.52 0.38 70.67(48.39) 25.83
∗Galasso et al. [10] 0.52 0.56 0.44 0.45 0.51 0.42 80.17(37.56) 8.00
∗Grundmann et al. [13] 0.47 0.54 0.42 0.52 0.55 0.52 87.69(34.02) 18.83
∗Ochs and Brox [19] 0.14 0.14 0.04 0.25 0.25 0.12 87.85(38.83) 3.73

Xu et al. [29] 0.40 0.48 0.33 0.45 0.48 0.44 59.27(47.76) 26.58

IS - Arbelaez et al. [1] 0.61 0.65 0.61 0.26 0.27 0.16 1.00(0.00) 4389.74

Baseline 0.60 0.64 0.57 0.59 0.62 0.56 25.50(36.48) 258.05

Oracle & IS - Arbelaez et al. [1] 0.61 0.67 0.61 0.65 0.67 0.68 - 118.56

Table 1. Aggregate performance evaluation of boundary precision-recall (BPR) and volume precision-recall (VPR) of state-of-the-art VS

algorithms. We report optimal dataset scale (ODS) and optimal segmentation scale (OSS), achieved in term of F-measure, alongside the

average precision (AP), e.g. area under the PR curve. Corresponding mean (μ) and standard deviation statistics (δ) are shown for the

volume lengths (Length) and the number of clusters (NCL). (*) indicates evaluated on video frames resized by 0.5 in the spatial dimension,

due to large computational demands.

5. Evaluation of Segmentation Algorithms
This and the following section analyze a set of state-of-

the-art video segmentation algorithms on the general prob-

lem and in scenarios which previous literature has addressed

with specific metrics and datasets: supervoxel segmenta-

tion, object segmentation and motion segmentation.

5.1. Variation among human annotations

The availability of ground-truth from multiple annotators

allows the evaluation of each annotator’s labeling against

others’. The human performance from Table 1 and Figure

2 expresses the difficulty of the dataset. In particular, BPR

plots indicate high precision, which reflects the very strong

human capability to localize object boundaries in video ma-

terial. Recall is lower, as different annotators label scenes

at different levels of detail [18, 26]. As expected, humans

reach high performance with respect to VPR, which shows

their ability to identify and group objects consistently in

time. Surprisingly, human performance slightly drops for

the subset of moving objects, indicating that object knowl-

edge is stronger than motion cues in adults.

5.2. Selection of methods

We selected a number of recent state-of-the-art video

segmentation algorithms based on the availability of pub-

lic code. Moreover, we aimed to cover a large set of dif-

ferent working regimes: [19] provides a single segmenta-

tion result and specifically addresses the estimation of the

number of moving objects and their segmentation. Oth-

ers [7, 13, 10, 29] provide a hierarchy of segmentations

and therefore cover multiple working regimes. According

to these working regimes, we separately discuss the per-

formance of the methods in the (VPR) high-precision area

(corresponding to super-voxelization) and the (VPR) high-

recall area (corresponding to object segmentation with a

tendency to under-segmentation).

5.3. Supervoxelization

Several algorithms [7, 13, 29] have been proposed to

over-segment the video as a basis for further processing.

[10] provide coarse-to-fine video segmentation and could be

additionally employed for the task. [28] defined important

properties for the supervoxel methods: supervoxels should

respect object boundaries, be aligned with objects without

spanning multiple of them (known as leaking), be tempo-

rally consistent and parsimonious, i.e. the fewer the better.

An ideal supervoxelization algorithm preserves all

boundaries at the cost of over-segmenting the video. In

the proposed PR framework this corresponds to the high-

recall regime of the BPR curve, in Figure 2. BPR takes into

account multiple human annotations, i.e. perfect recall is

achieved by algorithms detecting all the boundaries identi-

fied by all human annotators. Algorithms based on spectral

clustering [7, 10] slightly outperform the others, providing

supervoxels with more compact and homogeneous shapes,

as also illustrated by the sample results in Figure 3.

Temporal consistency and leaking are benchmarked by

VPR in the high-precision area. VPR, like BPR, is also

consistent with the multiple human annotators: perfect vol-

ume precision is obtained by supervoxels not leaking any

of the multiple GT’s. Greedy-merge graph-based methods

[13, 29] prove better supervoxelization properties, as the ir-

regular supervoxel shapes better adapt to the visual objects.

Statistics on the supervoxel lengths and on their number

complete the proposed supervoxel evaluation. In Figure 2,

the volume precision is plotted against the average volume

length and their cardinality: this illustrates how much a seg-

mentation algorithm needs to over-segment the video (num-

ber of clusters (NCL)) to achieve a given level of precision,

and what the average length of volumes is at that precision

level. [13, 29, 10] all recur to more than 50000 clusters to

achieve best precision, but [13] also maintains volumes of

∼20 frames, as opposed to ∼9 frames for [29].
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BPR VPR Length NCL
Figure 2. Boundary precision-recall (BPR) and volume precision-recall (VPR) curves benchmark state-of-the-art VS algorithms at different

working regimes, from over-segmentation (high-recall BPR, high-precision VPR) to object-centric segmentations providing few labels for

the video (high-precision BPR, high-recall VPR). Mean length - volume precision and mean number of clusters - volume precision curves

(respectively Length and NCL) complement the PR curves. These provide insights into how different algorithms fragment differently the

spatial and temporal domains, i.e. the number of volumes and their length.

Video GT-1 GT-2 [7] [10] [13] [29] Baseline

Figure 3. Sample supervoxel results provided by algorithms [7, 13, 29, 10].

Video GT-1 GT-2 [7] [10] [13] [19] [29] Baseline

Figure 4. Sample results provided by the selected VS algorithms for object segmentation.

5.4. Object segmentation

Object segmentation stands for algorithms identifying

the visual objects in the video sequence and reducing the

over-segmentation. [4, 19] have targeted this particular sub-

problem in the case of motion segmentation.

Intuitively, important aspects are the parsimonious de-

tection of salient object boundaries and the segmentation

of the video sequences into volumes which “explain” (i.e.

cover, overlap) entire objects or groups of them, maintain-

ing temporal consistency. Each of the visual objects should

be covered by a single volume over the entire video, at the

cost of having volumes overlapping multiple objects.

An ideal object segmentation method detects the few

salient boundaries in the video. This corresponds to the

high-precision regime of the BPR curve in Figure 2. Meth-

ods providing the boundaries on which all human annota-

tors agree achieve highest precision.

The volume property to explain visual objects maintain-

ing temporal consistency is benchmarked by VPR in the

high-recall regimes. All algorithms may achieve perfect re-

call by labeling the whole video as one object. As for the

normalization of VPR (Equations 6,7), the degenerate out-

put achieves 0 precision. We propose therefore to compare

the selected algorithms at a minimum level of ∼15% preci-

sion.

Statistics on the average length (Length) and number of

clusters (NCL) at the given ∼15% volume precision in Fig-

ure 2 complement the object segmentation analysis. In par-

ticular all algorithms qualifying for the task [13, 19, 29, 10]

35243531



Motion segmentation Non-rigid motion Moving camera

BPR VPR BPR VPR BPR VPR

Algorithm ODS OSS AP ODS OSS AP ODS OSS AP ODS OSS AP ODS OSS AP ODS OSS AP

Human 0.59 0.59 0.36 0.76 0.76 0.59 0.52 0.52 0.29 0.77 0.77 0.60 0.72 0.72 0.54 0.81 0.81 0.66
∗Corso et al. [7] 0.21 0.21 0.12 0.37 0.35 0.23 0.18 0.18 0.10 0.34 0.33 0.21 0.53 0.54 0.38 0.51 0.52 0.38
∗Galasso et al. [10] 0.34 0.43 0.23 0.42 0.46 0.36 0.29 0.40 0.18 0.30 0.33 0.23 0.52 0.57 0.45 0.44 0.49 0.40
∗Grundmann et al. [13] 0.25 0.34 0.15 0.37 0.41 0.32 0.24 0.31 0.12 0.33 0.38 0.28 0.49 0.56 0.42 0.53 0.55 0.52
∗Ochs and Brox [19] 0.26 0.26 0.08 0.41 0.41 0.23 0.18 0.18 0.05 0.17 0.17 0.08 0.14 0.14 0.04 0.24 0.24 0.11

Xu et al. [29] 0.22 0.33 0.16 0.32 0.36 0.27 0.19 0.28 0.13 0.29 0.32 0.22 0.41 0.49 0.34 0.45 0.48 0.43

IS - Arbelaez et al. [1] 0.46 0.36 0.35 0.22 0.22 0.13 0.40 0.33 0.27 0.19 0.19 0.11 0.61 0.66 0.60 0.26 0.27 0.17

Baseline 0.45 0.50 0.33 0.52 0.57 0.47 0.40 0.48 0.25 0.49 0.55 0.41 0.60 0.65 0.56 0.57 0.60 0.53

Oracle & IS [1] 0.46 0.36 0.35 0.59 0.60 0.60 0.40 0.34 0.27 0.58 0.60 0.58 0.61 0.68 0.60 0.65 0.67 0.69

Table 2. Aggregate measures of boundary precision-recall (BPR) and volume precision-recall (VPR) for the VS algorithms on the motion

subtasks. (*) indicates evaluated on video frames resized by 0.5 in the spatial dimension, due to large computational demands.

provide few clusters (less than 10), but only [13, 19, 10]

provide volumes lasting more than 80 frames.

Figure 4 illustrates best outputs of the selected algo-

rithms on object segmentation. Some [7, 13, 29] consis-

tently tend to oversegment the scene, while others [19, 10]

may over-simplify it, missing some visual objects.

5.5. Image segmentation and a baseline

We also have benchmarked a state-of-the-art image seg-

mentation algorithm [1], alongside an associated oracle per-

formance and a proposed baseline. [1] provides only a per-

frame segmentation. In the proposed framework, it can be

directly compared to video segmentation methods with re-

gard to the boundary BPR metric, but it is heavily penal-

ized on the VPR metric, where temporal consistency across

frames is measured. These characteristics are observable

in Figure 2 and Table 1: average length (Length) reads 1

and number of clusters (NCL) is larger w.r.t. video seg-

mentation algorithms by two orders of magnitude, as image

segments re-initialize at each frame of the video sequences,

∼100 frame long.

Interestingly, [1] consistently outperforms all selected

video segmentation algorithms on the boundary metric, in-

dicating that current video segmentation methods are not

proficient in finding good boundaries. To test performance

that [1] would achieve on the VPR metric, if it addressed

temporal consistency perfectly, we resort to an oracle. The

dashed magenta curve in the VPR illustrates performance

of [1], when the per-frame segmentation is bound into vol-

umes over time by an oracle prediction based on the ground

truth. The performance on the volume reaches levels far

beyond state-of-the-art video segmentation performance.

This motivates to introduce a new baseline (cyan curve).

The result of [1] (across the hierarchy) at the central frame

of the video sequences are propagated to other frames in the

video with optical flow [30] and used to label corresponding

image segments (across the hierarchy) by maximum vot-

ing. As expected, the working regimes of the simple base-

line do not extend to superpixelization nor to segmenting

few objects, due to the non-repeatability of image segmen-

tation (cf. [11]). This is more pronounced at hierarchical

levels farther from the scale of the visual objects, as both

large image segments and fine superpixels are in many im-

ages arbitrary groupings, likely to change over time due to

lack of temporal consistency. Although simple, this base-

line outperforms all considered video segmentation algo-

rithms [7, 13, 19, 29, 10], consistently over the mid-recall

range (however with low average length and large number

of clusters, undesirable quality of a real video segmenter).

This analysis suggests that state-of-the-art image seg-

mentation is at a more mature research level than video

segmentation. In fact, video segmentation has the poten-

tial to benefit from additional important cues, e.g. motion,

but models are still limited by computational complexity.

5.6. Computational complexity

Only the streaming algorithm of [29] could be tested on

the full HD quality videos. [19] follows [29] in the rank-

ing, as it leverages on sparse tracks and per-frame densifi-

cation. The agglomerative algorithms were computationally

demanding in terms of memory and time, while [10] was the

most costly, due to the global spectral partitioning.

6. Evaluation of Motion Segmentation Tasks

Compared to still images, videos provide additional in-

formation that add to the segmentation into visual objects.

Motion is certainly the most prominent among these factors.

Motion comes with several nuances, e.g. object vs camera

motion, translational vs zooming and rotating, and it affects

a number of other video specificities, e.g. temporal resolu-

tion leading to slow vs. fast motion, motion blur, partial- and

self-occlusions, objects leaving and appearing in the scene.

The additional indication of moving objects allows us to
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Motion segmentation Non-rigid motion

BPR VPR BPR VPR
Figure 5. Boundary precision-recall (BPR) and volume precision-recall (VPR) curves for VS algorithms on two motion subtasks.

Video GT-1 GT-2 Baseline [7] [10] [13] [19] [29]

Figure 6. Sample results provided by the selected VS algorithms for the task of motion segmentation.

compare the performance of segmentation methods on mov-

ing objects vs all objects. On one hand, motion comes with

additional problems, such as occlusions, change of lighting,

etc.; on the other hand, motion helps segmenting objects as

a whole, which is generally impossible in still images.

We investigated how well the discussed methods ex-

ploited the motion cue. For the first two graphs in Fig-

ure 5 and the statistics in Table 2 (first block-column), all

non-moving objects were ignored in the evaluation. As ex-

pected, the method from [19], which focuses on motion seg-

mentation, performs much better than on the general bench-

mark. Especially precision goes up, as the method is no

longer penalized for combining static objects to a single

volume. Most other video segmentation methods perform

worse on the moving objects than on the static ones. It

should be noted how the similar VPR aggregate F-measures

in Table 2 for [10] and [19] correspond to different segmen-

tation qualities: [10] achieves better boundary precision but

it over-segments the moving objects; by contrast [19] iden-

tifies the moving objects with fewer less-boundary-aligned

volumes. This may also be observed from the sample re-

sults for the subtask in Figure 6.

Among the moving objects, we separately investigated

objects undergoing non-rigid motion. As from the second

two graphs in Figure 5 and the corresponding statistics in

Table 2, the performance went down for all methods and

also hit the best motion subtask performers. There is much

room for improvement.

The performance of the still image segmentation algo-

rithm of [1] and the proposed baseline is also interesting.

While [1] is strongly penalized by VPR for the missing

temporal consistency, it outperforms all considered video

segmentation algorithms on the boundary metric, where the

Moving camera

BPR VPR

Figure 7. Boundary precision-recall (BPR) and volume precision-

recall (VPR) curves for the selected VS algorithms on the moving

camera segmentation subtask.

evaluation is per-frame. This shows that the field of image

segmentation is much more advanced than the field of video

segmentation and performance on video segmentation can

potentially be improved by transferring ideas from image

segmentation. The proposed simple baseline method goes

in this direction and immediately achieves the best perfor-

mance on a wide working regime.

A further analysis regarding motion was performed by

focusing on the camera motion. For the graphs in Figure

7 and the corresponding statistics in Table 2, we ignored

all video sequences where the camera was not undergoing a

considerable motion with respect to the depicted static 3D

scene (video sequences with jitter were also not included).

All algorithms positively maintained the same performance

as on the general benchmark video set (cf. Figure 2 and Ta-

ble 1), clearly indicating that a moving camera is not an

issue for state-of-the-art video segmentation algorithms.
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7. Conclusion and future work
In this work, we have addressed two fundamental limita-

tions in the field video segmentation: the lack of a common

dataset with sufficient annotation and the lack of an eval-

uation metric that is general enough to be employed on a

large set of video segmentation subtasks. We showed that

the dataset allows for an analysis of the current state-of-

the-art in video segmentation, as we could address many

working regimes - from over-segmentation to motion seg-

mentation - with the same dataset and metric. This has led

to interesting findings, for instance, that a quite simple base-

line method can outperform all state-of-the-art methods in

a certain working regime. This encourages progress on new

aspects of the video segmentation problem. We have ob-

served that the performance of the best performing method

on all regimes is quite low for this complex dataset. This

sets an important challenge in video segmentation and will

foster progress in the field.

The proposed dataset is open to grow continuously and

we welcome other researchers to contribute sequences and

annotation to complement the dataset. Especially other sub-

tasks could be included in the future by providing extra an-

notation.
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