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Abstract

Human communication typically has an underlying

structure. This is reflected in the fact that in many user gen-

erated videos, a starting point, ending, and certain objec-

tive steps between these two can be identified. In this paper,

we propose a method for parsing a video into such seman-

tic steps in an unsupervised way. The proposed method is

capable of providing a “semantic storyline” of the video

composed of its objective steps. We accomplish this using

both visual and language cues in a joint generative model.

The proposed method can also provide a textual description

for each of the identified semantic steps. We evaluate this

method on a large number of complex YouTube videos and

show results of unprecedented quality for this intricate and

impactful problem.

1. Introduction

Human communication takes many forms, including lan-

guage and vision. For instance, explaining “how-to” per-

form a certain task can be communicated via language (e.g.,

Do-It-Yourself books) as well as visual (e.g., instructional

YouTube videos) information. Regardless of the form,

such human-generated communication is generally struc-

tured and has a clear beginning, end, and a set of steps in be-

tween. Parsing such communication into its semantic steps

is the key to understanding structured human activities.

Language and vision provide different, but correlating

and complementary information. Challenge lies in that both

video frames and language (from subtitles generated via

ASR) are only a noisy, partial observation of the actions

being performed. However, the complementary nature of

language and vision gives the opportunity to understand the

activities from these partial observations. In this paper, we

present a unified model, incorporating both of the modal-

ities, in order to parse human activities into activity steps

with no form of supervision other than requiring videos to

be of the same category (e.g., videos retrieved by query

cooking eggs, changing tires, etc.).

The key idea in our approach is the observation that the

large collection of videos, pertaining to the same activity
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Figure 1: Given a large video collection (frames and subtitles)

of an structured category (e.g., How to cook an omelette?), we

discover activity steps (e.g., crack the eggs). We also parse the

videos based on the discovered steps.

class, typically include only a few objective activity steps,

and the variability is the result of exponentially many ways

of generating videos from activity steps through subset se-

lection and time ordering. We study this construction based

on the large-scale information available in YouTube in the

form of instructional videos (e.g., “Making pancake”, “How

to tie a bow tie”). We adopt Instructional videos since they

have many desirable properties like the volume of the infor-

mation (e.g., YouTube has 281.000 videos for ”How to tie

a bow tie”) and a well defined notion of activity step. How-

ever, the proposed parsing method is applicable to any type

of structured videos as long as they are composed of a set

of objective steps.

The output of our method can be seen as the “seman-

tic storyline” of a rather long and complex video collection

(see Fig. 1). This storyline provides what particular steps

are taking place in the video collection, when they are oc-

curring, and what their meaning is (what-when-how). This

method also puts videos performing the same overall task

in common ground and capture their high-level relations.

In the proposed approach, given a collection of videos,

we first generate a set of language and visual atoms. These

atoms are the result of relating object proposals from each

frame as well as detecting the frequent words from sub-

titles. We then employ a generative beta process mixture

model, which identifies the activity steps shared among the

videos of the same category based on a representation us-
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ing learned atoms. The discovered steps are found to be

highly correlating with semantic steps since the semantics

are the strongest common structure among all of the videos

of one category. In our method, we use neither any spatial

or temporal label on actions/steps nor any labels on object

categories. We later learn a Markov language model to pro-

vide a textual description for each of the activity steps based

on the language atoms it frequently uses.

2. Related Work

Three aspects differentiate this work from the majority

of existing techniques: 1) discovering semantic steps from a

video category, 2) being unsupervised, 3) adopting a multi-

modal joint vision-language model for video parsing. A

thorough review of the related literature is provided below.

Video Summarization: Summarizing an input video as a

sequence of key frames (static) or video clips (dynamic) is

useful for both multimedia search interfaces and retrieval

purposes. Early works in the area are summarized in [59]

and mostly focus on choosing keyframes for visualization.

Summarizing videos is particularly important for long

sequences like ego-centric videos and news reports [35, 38,

50]; however, these methods mostly rely on characteristics

of the application and do not generalize.

Summarization is also applied to the large image collec-

tions by recovering the temporal ordering and visual simi-

larity of images [26], and by Gupta et al. [17] to videos in a

supervised framework using annotations of actions. These

collections are also used to choose important scenes for key-

frame selection [24] and further extended to video clip se-

lection [25, 48]. Unlike all of these methods which focus

on forming a set of key frames/clips for a compact sum-

mary (which is not necessarily semantically meaningful),

we provide a fresh approach to video summarization by per-

forming it through semantic parsing on vision and language.

However, regardless of this dissimilarity, we experimentally

compare our method against them.

Modeling Visual and Language Information: Learning

the relationship between the visual and language data is

a crucial problem due to its immense applications. Early

methods [4] in this area focus on learning a common multi-

modal space in order to jointly represent language and vi-

sion. They are further extended to learning higher level re-

lations between object segments and words [54]. Similarly,

Zitnick et al. [63, 62] used abstracted clip-arts to understand

spatial relations of objects and their language correspon-

dences. Kong et al. [28] and Fidler et al. [13] both accom-

plished the task of learning spatial reasoning using the im-

age captions. Relations extracted from image-caption pairs,

are further used to help semantic parsing [61] and activ-

ity recognition [41]. Recent works also focus on automatic

generation of image captions with underlying ideas ranging

from finding similar images and transferring their captions

[45] to learning language models conditioned on the image

features [27, 55, 12]; their employed approach to learning

language models is typically either based on graphical mod-

els [12] or neural networks [55, 27, 23].

All aforementioned methods use supervised labels either

as strong image-word pairs or weak image-caption pairs,

while our method is fully unsupervised.

Activity/Event Recognition: The literature of activity

recognition is broad. The closest techniques to ours are ei-

ther supervised or focus on detecting a particular (and of-

ten short) action in a weakly/unsupervised manner. Also, a

large body of action recognition methods are intended for

trimmed videos clips or remain limited to detecting very

short actions [30, 56, 42, 33, 11, 51]. Even though some

recent works attempted action recognition in untrimmed

videos [21, 44, 20], they are mostly fully supervised.

Additionally, several method for localizing instances of

actions in rather longer video sequences have been de-

veloped [10, 18, 34, 6, 47]. Our work is different from

those in terms of being multimodal, unsupervised, appli-

cable to a video collection, and not limited to identifying

predefined actions or the ones with short temporal spans.

Also, the previous works on finding action primitives such

as [42, 60, 19, 32, 31] are primarily limited to discovering

atomic sub-actions, and therefore, fail to identify complex

and high-level parts of a long video.

Recently, event recounting has attracted much interest

and intends to identify the evidential segments for which a

video belongs to a certain class [57, 9, 3]. Event recounting

is a relatively new topic and the existing methods mostly

employ a supervised approach. Also, their end goal is to

identify what parts of a video are highly related to an event,

and not parsing the video into semantic steps.

Recipe Understanding: Following the interest in commu-

nity generated recipes in the web, there have been many

attempts to automatically process recipes. Recent methods

on natural language processing [40, 58] focus on semantic

parsing of language recipes in order to extract actions and

the objects in the form of predicates. Tenorth et al. [58] fur-

ther process the predicates in order to form a complete logic

plan. The aforementioned approaches focus only on the lan-

guage modality and they are not applicable to the videos.

The recent advances [5, 7] in robotics use the parsed recipe

in order to perform cooking tasks. They use supervised ob-

ject detectors and report a successful autonomous experi-

ment. In addition to the language based approaches, Mal-

maud et al. [39] consider both language and vision modali-

ties and propose a method to align an input video to a recipe.

However, this method can not extract the steps automati-

cally and requires a ground truth recipe to align. On the

contrary, our method uses both visual and language modal-

ities and extracts the actions while autonomously discov-

ering the steps. Also, [15] generates multi-modal recipes

from expert demonstrations . However, it is developed only

for the domain of “teaching user interfaces” and are not ap-
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plicable to videos.

3. Overview

Given a large video-collection, our algorithm starts with

learning a set of visual and language atoms which are fur-

ther used for representing multimodal information (Sec-

tion 4). These atoms are designed to be more likely to cor-

respond to the mid-level semantic concepts like actions and

objects. In order to learn visual atoms, we generate object

proposals and cluster them into mid-level atoms. Whereas,

for the language atoms we simply use the salient and fre-

quent words in the subtitles. After learning the atoms, we

represent the multi-modal information in each frame based

on the occurrence statistics of the atoms (Section 4); Given

the sequence of multi-modal frame representations, we dis-

cover a set of clusters occurring over multiple videos using a

non-parametric Bayesian method (Section 5.1). We expect

these clusters to correspond to the activity steps which con-

struct the high level activities. Our empirical results con-

firms this as the resulting clusters significantly correlates

with the activity steps.

4. Forming the Multi-Modal Representation

Finding the set of activity steps over large collection of

videos having large visual varieties requires us to represent

the semantic information in addition to the low-level visual

cues. Hence, we find our language and visual atoms by us-

ing mid-level cues like object proposals and frequent words.

Language Atoms

Visual Atoms

Multi-Video  Co-Clustering

Figure 2: We learn language and visual atoms to represent multi-

modal information. Language atoms are frequent words and visual

atoms are the clusters of object proposals.

Learning Visual Atoms: In order to learn visual atoms,

we create a large collection of proposals by independently

generating object proposals from each frame of each video.

These proposals are generated using the Constrained Para-

metric Min-Cut (CPMC) [8] algorithm based on both ap-

pearance and motion cues. We note the kth proposal of t th

frame of i th video as r ( i ) ,k
t . Moreover, we drop the video

index (i ) if it is clearly implied in the context.

In order to group this object proposals into mid-level vi-

sual atoms, we follow a clustering approach. Although any

graph clustering approach (e.g., Keysegments [36]) can be

applied for this, the joint processing of a large video collec-

tion requires handling large visual variability among mul-

tiple videos. We propose a new method to jointly cluster

object proposals over multiple videos in Section 5. Each

cluster of object proposals correspond to a visual atom.

Learning Language Atoms: We define the language atoms

as the salient words which occur more often than their ordi-

nary rates based on the tf-idf measure. The document is de-

fined as the concatenation of all subtitles of all frames of all

videos in the collection. Then, we follow the classical tf-idf

measure and use it as tf idf (w, D) = f w,D ! log
!

1 + N
n w

"

where w is the word we are computing the tf-idf score for,

f w,D is the frequency of the word in the document D , N
is the total number of video collections we are processing,

and nw is the number of video collections whose subtitle

include the word w.

We sort words with their “tf-idf” values and choose the

top K words as language atoms (K = 100 in our ex-

periments). As an example, we show the language atoms

learned for the category making scrambled egg in Figure 2.

Representing Frames with Atoms: After learning the vi-

sual and language atoms, we represent each frame via the

occurrence of atoms (binary histogram). Formally, the rep-

resentation of the t th frame of the i th video is denoted as

y ( i )
t and computed as y ( i )

t = [ y ( i ) ,l
t , y ( i ) ,v

t ] such that kth

entry of the y ( i ) ,l
t is 1 if the subtitle of the frame has the

kth language atom and 0 otherwise. y ( i ) ,v
t is also a binary

vector similarly defined over visual atoms. We visualize the

representation of a sample frame in the Figure 3.

Figure 3: Representation for a sample frame. Three of the ob-

ject proposals of sample frame are in the visual atoms and three of

the words are in the language atoms.

5. Joint Proposal Clustering over Videos

Given a set of object proposals generated from multiple

videos, simply combining them into a single collection and

clustering them into atoms is not desirable for two reasons:

(1) semantic concepts have large visual differences among

different videos and accurately clustering them into a sin-

gle atom is hard, (2) atoms should contain object propos-

als from multiple videos in order to semantically relate the
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