
 

 

Abstract 

 

As an interesting and emerging topic, co-saliency 

detection aims at simultaneously extracting common 

salient objects in a group of images. Traditional 

co-saliency detection approaches heavily rely on human 

knowledge for designing hand-crafted metrics to explore 

the intrinsic patterns underlying co-salient objects. Such 

strategies, however, always suffer from poor generalization 

capability to flexibly adapt to various scenarios in real 

applications, especially due to their lack of insightful 

understanding of the biological mechanisms of human 

visual co-attention. To alleviate this problem, we propose a 

novel framework for this task, by naturally reformulating it 

as a multiple-instance learning (MIL) problem and further 

integrating it into a self-paced learning (SPL) regime. The 

proposed framework on one hand is capable of fitting 

insightful metric measurements and discovering common 

patterns under co-salient regions in a self-learning way by 

MIL, and on the other hand tends to promise the learning 

reliability and stability by simulating the human learning 

process through SPL. Experiments on benchmark datasets 

have demonstrated the effectiveness of the proposed 

framework as compared with the state-of-the-arts.
1
 

 

1. Introduction 

The rapid development of the imaging equipment, e.g., 

cameras and smartphones, and the growing popularity of 

social media, e.g., Flickr and Facebook, have resulted in an 

explosion of digital images accessible in forms of personal 

and internet photo-groups. Typically, such image groups 

are huge in size and share common objects or events. Thus, 

it is of great interest to identify the common and attractive 

objects from all images in such groups. However, in 

practice, the image  groups are also quite complex due to 

diverse  background,  illumination  conditions,  and  view 

point variations. Consequently, detecting the common and 

attractive  objects is  also of  great challenge. Against this 

problem, co-saliency detection, as depicted in Fig. 1, has 
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been proposed and attracting intensive research attention in 

the recent years.  

Co-saliency detection aims at exploring the most 

important information, i.e., the common and salient 

foreground object regions, from the image group with 

implying priorities based on the human visual co-attention 

[1]. As one extension of the traditional saliency detection [2, 

3], co-saliency detection additionally explores the global 

information at the group level. Thus it can not only be used 

in the multi-camera system [4] directly, but also provide 

useful common foreground prior for some real-world 

applications, such as video foreground co-segmentation [5] 

and image co-localization [6, 7]. In this paper, we mainly 

focus on the fundament of this problem while specific 

applications are beyond the scope of this paper. 

Most existing works in co-saliency detection heavily rely 

on manually designed metrics, e.g., the intra-image contrast 

and the inter-image consistency, to formulate the properties 

of the co-salient regions for achieving satisfactory 
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Figure 1: Examples illustrating the co-saliency detection problem 

(the upper row) and its potential applications (two lower rows).  
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performance. However, these hand-designed metrics are 

typically too subjective and cannot generalize well to 

flexibly adapt to various scenarios encountered in practice, 

especially due to the lack of thorough understanding of the 

biological mechanisms of human visual co-attention. It is 

more promising to use machine learning algorithms to 

automatically fit data and discover common patterns 

underlying the co-salient regions in a self-learning way.  

To this end, we make the earliest effort to introduce 

multi-instance learning (MIL) [8] to co-saliency detection 

for jointly exploring the contrast between co-salient objects 

and their contexts, as well as the consistency of the 

co-salient objects within multiple images. The aim of MIL 

is to learn to predict each instance based on two criteria, i.e., 

maximizing inter-class distances and minimizing 

intra-class distances. In co-saliency detection, each image 

in a certain image group contains at least one common 

object, while the images from other image groups generally 

do not contain such objects. The aim of co-saliency 

detection is to separate the co-salient object regions from 

the image background. Thus MIL is well-suited for the task 

of co-saliency detection naturally. Under this paradigm, the 

inter-class and intra-class distances can be automatically 

learned from data, which can well fit the properties of the 

co-salient regions.  

An important component in MIL is to alternatively 

update labels of the training instances (located in positive 

bags) as well as the instance detector in iterations [9-12]. 

Since these instance labels can only be pseudo-annotated in 

a weakly supervised way, there are always bunch of false 

annotations involved in learning, which tends to conduct 

confusable or even improper detections. A MIL framework 

which is capable of guiding a reliable instance annotation 

and sound instance detection is thus needed urgently.  

To this end, we further propose a self-paced MIL 

(SP-MIL) framework in this study. This framework is 

constructed by integrating the MIL regime into a self-paced 

learning (SPL) paradigm [13-16]. The SPL theory is 

inspired by the learning process of humans/animals, where 

samples are involved in learning from easy/faithful to 

gradually more complex/confusable ones [13]. It is a 

theoretically-sound manner to help MIL in instance 

selection and annotation. Especially, such a SPL manner 

facilitates MIL gradually achieving faithful detection 

knowledge from instances reliable to detect to those easily 

confused by current detectors.  

To apply the SP-MIL to co-saliency detection, we 

propose a unified framework as shown in Fig. 2. Given an 

image group, we consider the images within this group as 

the positive bags and the similar images searched from 

other groups as the negative bags. The superpixels in each 

image are considered as the instances. After feature 

extraction, we use SP-MIL to alternatively update 

co-saliency object detector and annotate pseudo-labels for 

training instances in a SPL manner. Finally, the co-saliency 

maps are generated by additionally considering the spatial 

relationship of the adjacent superpxiels. In summary, the 

contributions of this paper are four-fold: 

 We propose a novel co-saliency detection framework 

which is among the earliest efforts to infer the properties 

of the co-salient regions in a self-learning manner 

without the need of manually designed metrics. 

 We first discover the natural relation between the 

co-saliency detection and MIL, and easily formulate the 

former issue into a concise MIL setting.  

 We propose a new SP-MIL framework by integrating 

SPL paradigm into the MIL regime, which facilitates 

MIL to extract faithful knowledge from highly confused 

instance detection results in learning. 

 We also advance the SPL development by proposing a 

new self-paced regularizer which considers easiness, 

diversity, and real-valued sample weighting.  

2. Related Works 

Co-saliency detection: Early co-saliency detection 

methods [17-20] were developed to discover co-saliency 

from image pairs. Specifically, Jacobs et al. [19] firstly 

defined visual co-saliency as the visual saliency of image 

pixels or regions in the context of other images. Afterwards, 

Figure 2: The framework of the proposed co-saliency detection approach. 
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Li et al. [17] proposed a co-multilayer graph model to 

explore the multi-image saliency and established the first 

public co-saliency dataset. Then, Chen [18] and Tan et al. 

[20] solved this problem via the sparse distribution-based 

representation and bipartite graph matching, respectively. 

To extend to detect co-saliency from multiple images, 

several novel methods [1, 21-24, 46] were proposed lately. 

For example, Li et al. [1] firstly defined the intra-image 

saliency and inter-image saliency and then integrated them 

to obtain the final co-saliency of the image group. Fu et al. 

[21] proposed a cluster-based algorithm to explore the 

contrast cue, the spatial cue, and the corresponding cue to 

detect the co-salient regions. Liu et al. [22] proposed a 

hierarchical segmentation based model, where the regional 

contrasts, global similarity, and object prior are calculated 

based on multiple-level segmentation. Cao et al. [23] used 

rank constraint to exploit the relationship of multiple 

pre-designed saliency cues and then assigned the 

self-adaptive weight to generate the final co-saliency map.  

As can be seen, existing co-saliency detection methods 

heavily rely on manually designed metrics to explore the 

properties of the co-salient regions. Thus, a novel 

learning-based model which can automatically infer the 

properties of the co-salient regions is desirable. 

Image co-segmentation: Co-segmentation is a closely 

related research topic for co-saliency detection. However, 

they mainly have two-fold differences: 1) co-saliency 

detection only focuses on detecting the common salient 

objects while co-segmentation methods also tend to 

segment the similar but non-salient background regions [25, 

26]; 2) co-segmentation usually needs semi- or interactive- 

supervision [27, 28], where some object regions need to be 

labeled in advance, while co-saliency detection, as a 

concept from human attention mechanism, is implemented 

in an unsupervised or super-weakly supervised manner. 

Thus, the latter is generally implemented under a much 

weaker conditions and can be used to get some informative 

priors for segmenting the common objects for the former. 

Multi-instance learning: MIL was first proposed by [8] 

to classifyng molecules in the context of drug design. A 

remarkable progress of MIL was the presence of MI-SVM 

proposed by Andrews et al. [9], which heuristically solved 

the mixed integer quadratic programs in the extended 

support vector machine. Afterwards, numerous MIL 

models were developed for solving the problems in 

computer vision tasks [10-12]. However, as the sample 

labels are always learned under super-weak supervision, 

the iterative learning scheme still tends to instable or even 

unreliable solutions. In this paper, we propose a novel MIL 

approach based on the SPL theory, where the solid 

theoretical background will guide MIL to achieve more 

faithful knowledge from reliable instances to more 

confusable ones. Different from [10] which adopted 

saliency detection to cast the unsupervised object discovery 

into a MIL formulation to localize objects in all possible 

classes, this paper finds the natural relation between 

co-saliency detection and MIL and designed novel 

self-paced regime for learning co-salient patterns. As the 

self-paced regularizer in SP-MIL can finely handle the 

ambiguity of the unlabeled data, it might also facilitate the 

unsupervised object discovery in the future. 

Self-paced learning: Inspired by the learning process of 

humans/animals, the theory of self-paced (or curriculum) 

learning [13, 14] is proposed lately. The idea is to learn the 

model iteratively from easy to complex samples in a 

self-paced fashion. By virtue of its generality, the SPL 

theory has been widely applied to various tasks, such as 

object tracking [29], image classification [30], and multi-

media event detection [15, 16]. Most previous works only 

considered sample easiness in SPL. Jiang et al. [15] made 

the earliest effort to additionally conduct sample diversity 

in SPL via a nonconvex negative l2,1 norm. Different from 

[15], this paper proposes a convex negative l0.5,1 norm 

which is much easier to be solved. This not only more 

complies with the original SPL axiomic definition but also 

leads to real-valued sample weighting rather than the binary 

one as in [15], which can more faithfully reflect the im-

portance of training samples to the classifier.  

3. Self-paced Multi-instance Learning 

3.1. Problem Formulation  

Given K images, consisting of ܭା positive ones within a 

certain image group for co-saliency detection and ିܭ neg-

ative ones searched from other groups, consider superpixels 

in each image as the instances to be classified. Accumulate 

all instances at the k-th image obtains ( )

1{ } knk

k i i==X x , 

1,2, ,k K= , where 
( )k d

i
∈x  corresponds to the feature 

representation of the i-th superpixel/instance of the k-th 

image/bag, 
k

n  is the instance number in ܆௞ , and  ݊ ൌ∑ ݊௞௄௞ୀଵ  corresponds to the number of whole instances. 

Correspondingly, denote the label set as ܇௞ ൌ ሼݕ௜ሺ௞ሻሽ௜ୀଵ௡ೖ , 

where ݕ௜ሺ௞ሻ א ሼെͳ,ͳሽ  denotes the label of the instance ܠ௜ሺ௞ሻ
 

(if it belongs to the co-salient region or not). Without loss 

of generalization, we assume that the index set of all posi-

tive images is 
+

{1, , }I K+ =  while the negative ones 

+
{ 1, , }I K K− = + . Since the objective foreground object 

is known to exist in each image of the current image group, 

for each k I+∈ , at least one instance in 
k

X  should be 

positive, i.e., at least one 
( )k

i
y  in 

k
Y  should be +1; and for 

each k I−∈ , all 
( )k

i
y s are set as -1 since all of instances are 

known as non-saliency object. Under such formulation, the 

co-saliency detection problem is naturally transformed into 

the MIL problem setting. 

3.2. SP-MIL Model 

The main idea of SP-MIL is to integrate the MIL process 

into a SPL framework. Specifically, SP-MIL tends to first 
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distinguish faithful image co-saliency regions from easy 

(high-confidence) instances, and then gradually transfer the 

learned knowledge to recognize more complex ones.  

Such an idea can be formulated as a concise optimization 

problem as follows: 

( )(1)

( )(1)

, , , , , [0,1]

2 ( ) ( ) ( )

2 1 1

( )

0

min ( , , , , , )

1
( , ( ; , )) ( ; , )

2

. .,  1 1,  1, 2,                                (1)

K n

k

K

b

K n k k k

i i ik i

k

b

v y g b f

s t k K

λ γ

+

+ ∈

= =

+

+ +

+ ≥ =

∑ ∑
w y y v

Ε w y y v =

w x w v

y

 

where 
1 2

(1) (1) (2) (2) ( )

1 2[ , , , , ]
K

K n

n n nv v v v v= ∈v  denotes the 

importance weights for all instances, 
( ) ( ) ( ) ( )

1 2
[ , , ] k

k

nk k k k

n
y y y= ∈y  denotes the labels for in-

stances in the k-th bag, 
( ) ( )( , ( ; , ))k k

i i
y g bx w  denotes the 

hinge loss of 
( )k

ix  under the linear classifier 
( )( ; , )k

i
g bx w  

with weight vector w and bias parameter b. The constraint 
( )

0
|| 1|| 1k + ≥y  for each  enforces at least one positive 

instance in each positive bag.  

In the SP-MIL model (1), the self-paced capability is 

followed by the involvement of the SPL regularizer 

 with the following form: 

( ) ( )

1 1 1 1
( ; , )=

k kK n K nk k

i ik i k i
f v vλ γ λ γ

= = = =
− −∑ ∑ ∑ ∑v ,   (2) 

where λ , γ  are the parameters imposed on the easiness 

term (the negative l1-norm term: ( )

1 1 1

kK n k

ik i
v

= =
− = −∑ ∑v ) 

and the diversity term (the negative l2,1-norm-like term: 

), respectively.   

The negative l1-norm term is inherited from the conven-

tional SPL, which favors selecting easy over complex 

examples. If we omit the diversity term (i.e., let ), the 

regularizer degenerates to the traditional hard SPL function 

proposed in [14], which conducts either 1 or 0 (i.e., selected 

in training or not) for the weight 
( )k

i
v  imposed on instance 

( )k

ix , by judging whether its loss value is smaller than the 

pace parameter λ  or not. That is, a sample with smaller 

loss is taken as an ‘‘easy’’ sample and thus should be 

learned preferentially and vice versa.  

Another regularization term favors selecting diverse 

samples residing in more bags. This can be easily unders-

tood by seeing that its negative leads to the 

group/bag-wise sparse representation of v. Contrariwise, 

this diversity term should have a counter-effect to 

group-wise sparsity. That is, minimizing this diversity term 

tends to disperse non-zero elements of v over more bags, 

and thus favors selecting more diverse samples. Conse-

quently, this anti-group-sparsity representation is expected 

to realize the desired diversity. Different from the com-

monly utilized l2,1 norm, our utilized group-sparsity term is 

non-convex, leading to the convexity of its negative. This 

on one side simplifies the designation of the solving strat-

egy, and on the other hand well fits the previous axiomic 

definition for the SPL regularizer [16, 31]. 

The alternative search algorithm can be readily 

employed to solve the optimization problem in (1), as 

introduced in the next section. 

3.3. Optimization Strategy  

The solution of (1) can be approximately attained by 

alternatively optimizing the involved parameters {w, b}, 
( )(1){ , , }
K+y y  and v  in (1).  

Optimize {w, b} under fixed 
( )(1){ , , }
K+y y  and v: This 

step aims to update the classifiers for detecting saliency 

areas. In this case, (1) degenerates to the following form: 

2 ( ) ( ) ( )

2 1 1,

1
min ( , ( ; , )),

2

kK n k k k

i i ik ib
v y g b

= =
+∑ ∑

w
w x w       (3) 

which is the standard weighted SVM problem [32]. The 

model is convex and can be easily solved by off-the-shelf 

toolboxes [16].  

Optimize 
( )(1){ , , }
K+y y  under fixed {w, b} and v: The 

goal of this step is to learn the pseudo-labels of training 

instances from the current classifier. The SP-MIL model in 

this case is reformulated as: 

( )(1)

( ) ( ) ( )

1 1, ,

( )

0

min ( , ( ; , ))

s.t., 1 1, 1, 2, , .

k

K

K n k k k

i i ik i

k

v y g b

k K

+ = =

++ ≥ =

∑ ∑
y y

x w

y

        (4) 

This problem can be equivalently decomposed into 

sub-problems with respect to each 
( )ky , :  

( )

( ) ( ) ( )

1

( )

0

min ( , ( ; , ))

s.t., 1 1.

k

k

n k k k

i i ii

k

v y g b
=

+ ≥

∑
y

x w

y

                 (5) 

The global optimum of (5) can be exactly attained by 

Algorithm 1, as clarified in the following theorem:    

Theorem 1 Algorithm 1 attains the global optimum to 

( )

( )(1)min ( , , , , , )
k

K
b +

y

Ε w y y v  for each 
( ) ,  1,2, ,k k K=y  

independently under any given {w, b} and v in linearithmic 

time. 

The proof is presented in supplementary material. 

Optimize v  under fixed {w, b} and 
( )(1){ , , }
K+y y : 

After updating the pseudo-labels, we aim to renew the 

weights on all instances to reflect their different importance 

k I+∈

( ; , )f λ γv

( )

1 1

kK n k

ik i
v

= =
−∑ ∑

0γ =

1,2, ,k K+=

Algorithm 1: Algorithm of Optimizing ( )k

i
y  

Input: 
( ) ( ) ( )

1 2, , ,
k

k k k

nx x x , classifier parameters ,bw ; 

Output: Pseudo-labels 
( ) ( ) ( ) ( )

1 2[ , , , ]
k

k k k k

ny y y=y . 

1: 
( )

( ) ( ) ( )

{ 1, 1}

arg min ( , ( ; , ))
k

i

k k k

i i i
y

y y g b
= + −

= x w  for 1,2, , ki n= ; 

2: if ( )

01 1
k + <y ; 

3: then ( ) ( )

{1,2, , }

* arg min (1, ( ; , ))
k

k k

i i
i n

i v g b
∈

= x w , ( )

* 1=k

iy ; 

4: return 
( ) ( ) ( ) ( )

1 2[ , , , ]
k

k k k k

ny y y=y . 
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to learning of the current decision surface. As 

aforementioned, this model in this case is convex, and we 

propose a simple yet effective algorithm for extracting the 

global optimum to it, as listed in Algorithm 2, where 
( ) ( )( , ( ; , ))k k

i i
y g bx w  is simplified as 

( )k

i
l . The global 

minimum property is proved in the following theorem: 

Theorem 2 Algorithm 2 attains the global optimum to  
( )(1)

min ( , , , , , )
K

b +

v
Ε w y y v  for any given {w, b} in linea-

rithmic time. 

    The proof is also listed in supplementary material. 

As shown, Algorithm 2 selects samples in terms of both 

the easiness and the diversity. Specifically: 

 The “easy” instances with  will be selected into 

training process with vi = 1 as in Step 4, where i is the 

sample’s rank w.r.t. its loss value within its bag. While 

the “complex” instances with  will not be 

involved into learning (i.e., vi = 0) in Step 6. 

 Instances with ( ) / 2k

il iλ γ≤ +  will be selected as 

training samples with real-valued vi א ሺͲ,ͳሿ in Step 4. 

Since the threshold decreases considerably as the rank i 
grows for each bag, Step 4 penalizes samples monoto-
nously selected from the same group and thus naturally 
conducts diversity. 

The whole alternative search process can then be 

summarized as Algorithm 3. According to [14], such an 

alternative search algorithm converges as the objective 

function 
( )(1)min ( , , , , , )
K

b +Ε w y y v  is monotonically 

decreasing and is bounded from below. 

4. Co-saliency Detection via SP-MIL 

4.1. Feature Extraction 

In order to extract useful information from the low-level 

contrast to the high-level semantics, we take advantage of 

all the convolutional layers in the convolutional neural 

network (CNN) to establish the hypercolumn feature 

representation [33] for each superpixel. Specifically, for 

each image, we first extract the features via a CNN 

pre-trained on the ImageNet with the same architecture as 

the “CNN S” model proposed in [34]. Then we up-sample 

all the five convolutional layers to the scale of the original 

image. Thus, we obtain a set of feature maps that can 

represent each pixel of the input image. To represent the 

superpixel regions extracted by [35], we max-pool the 

feature vectors located within each superpixel region. The 

obtained 1888 dimensional feature vectors are the 

hypercolumn representations. 

4.2. Co-saliency Inference 

In this section, we propose details of applying the 

SP-MIL algorithm, i.e., Algorithm 3, to automatically 

inferring the co-saliency of each superpixel region. First we 

discuss the initialization issue. As shown in Fig. 2, we need 

to initialize pseudo labels and SPL weights for all training 

instances firstly, and then iteratively train the co-saliency 

detector until convergence. 

Since the co-salient object regions usually have the 

distinguishable appearances from the image background, 

we follow [36] to assume that the salient regions within a 

single image are most likely to contain parts of the 

co-salient object regions. Consequently, any off-the-shelf 

singe-image saliency detection approach can be adopted to 

roughly initialize the training samples. In this paper, we 

adopt the graph-based manifold ranking method [37] due to 

its computational efficiency. After obtaining the initial 

score of each superpixel, we select the top 10% superpixels 

in each positive bag, i.e., the image from the current image 

group, as the initial positive samples. For negative samples, 

we extract the Gist [38] and Color Histogram as the image 

( )k

il λ<

( )k

il λ γ> +

Algorithm 2: Algorithm of Optimizing v . 

Input: K bag instances 1, , KX X  with their current 

labels, instance detector {w, b}, two parameters λ  and γ ;  

Output: The global solution 
(1) ( )[ , , ]K=v v v  of 

( )(1)min ( , , , , , )
K

b +

v
Ε w y y v . 

1: for k =1 to K do 

2:  Sort the instances in kX  in ascending order of their loss 

values, i.e., 
(k) (k) (k)

1 2 ...
knl l l≤ ≤ ≤ ; Let m=0; 

3: for i =1 to kn  do 

4:   if 
(k) 2
i

l iλ γ< +  then ( ) 1k

i
v = ; 

5:  if 
(k) 2
i

l iλ γ≥ +  then count the number m of 

( ) ( )k k

j il l= for ,  1,   ,  kj i i n= +  , let 

( )( )( )2
( ) ( ) ( )

1= = = 2 ( 1)k k k

i i m iv v l i mγ λ+ − − − −  

6:  and ( ) ( )= = =0
k

k k

i m nv v+
; Break;  

7:  end for 

8: end for 

9: return v . 

  

Algorithm 3: Algorithm of SP-MIL. 

Input: K bag instances 1, , KX X , two parameters λ , γ ;  

Output: Instance detector w, b. 

1: Initialize 
( )(1){ , , }
K+y y , v; 

2: while not converge do 

3:  Update { , }bw  via weighted SVM; 

Update 
( )(1){ , , }
K+y y  via Algorithm 1; 

4: Update v  via Algorithm 2; 

Renew the pace parameter λ , γ ; 

5: end while

6: return { , }bw . 
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feature and use the averaged image feature to represent the 

current image group. Then we follow [38] to search 20 

similar images from other image groups based on the 

Euclidean distance. Finally, the bottom 10% superpixels in 

the searched images are selected as the negative samples. 

The weights of the initial positive samples are the initial 

saliency scores of these superpixels given by [37], while the 

weights of all the initial negative samples are equal to 1.  

We then discuss the termination condition setting issue. 

Updating the co-saliency detector as well as the labels and 

weights of the training samples alternatively as the above 

description (see Fig. 3) could progressively lead to a strong 

co-saliency detector (see Fig. 4). To judge when the 

algorithm reach convergence, we calculate the 

Kullback-Leibler (KL) divergence of two Gaussian 

distributions which are inferred by the positive samples in 

the previous and the current iteration, respectively. Then, 

the convergence condition is reached when 
*

KL KL
D Dτ< ,                               (6) 

where  and  are the KL divergences calculated in 

the current and the previous iteration, respectively, and ߬ is 

a free parameter. When the convergence condition is 

reached, we stop the iterative training process and predict 

the co-saliency of each sample, i.e., the superpixel region, 

via: 
( ) ( )Cosal( ) = k T k

i i b+x w x ,                        (7) 

where w and b are the final converged solution of 

Algorithm 3. 

4.3. Spatial Map Recovery  

In SP-MIL, each superpixel is considered as an 

individual instance during the learning process. Thus, the 

spatial relationship among these superpixel regions, which 

is another important factor for the desirable co-saliency 

map, remains unexplored. In order to explore the spatial 

relationship of adjacent superpixels which are likely to be 

assigned to close co-saliency values, we adopt a graph 

model [37] to smooth the co-saliency values of each 

superpixel and thus obtain the spatial co-saliency maps. 

Specifically, the graph is established by connecting the 

superpixels adjacent with each other as well as the 

superpixels at the four image boundaries. Then, we set an 

adaptive threshold (i.e. the mean value of the co-saliency 

values over the superpixels in one image) to select the 

foreground superpixels and use them to calculate the 

co-saliency values of other superpixels in each image via a 

ranking function:    
1( )α −ℜ −= D W q ,                            (8) 

where D and W are the affinity matrix and the degree 

matrix, respectively, q is the binary vector indicating which 

superpixels are the foreground query in one image, 
( )

1{ } knk

i ir =ℜ=  indicates the smoothed co-saliency values of 

the superpixels in such image, and α  is a free parameter 

which is set to 0.99 according to [37]. Finally, the 

co-saliency map of the k-th image in a certain image group 

is obtained by: 
( ) ( )Cosal ( ) .k k

map i ir=x                          (9) 

5. Experimental Results 

5.1. Experimental Settings 

We evaluated the proposed algorithm on two public 

benchmark datasets: the iCoseg dataset [28] and the MSRC 

dataset [39]. To the best of our knowledge, the former is 

one of the largest, publicly available, datasets so far that can 

be used for co-saliency detection. It contains 38 image 

groups of totally 643 images with manually labeled 

pixel-wise ground-truth masks. The later contains 7 image 

groups of totally 240 images with manually labeled 

pixel-wise ground truth masks. The complex background of 

the MSRC dataset makes it more challenging. 

To evaluate the performance of the proposed method, we 

conducted comprehensive experiments based on three 

widely used criteria, which are the precision recall (PR) 

curve, the average precision (AP), and the F-measure. For 

each co-saliency map, we first segmented it via a series of 

fixed thresholds from 0 to 255. Then, the PR curve was 

drawn by using the precision rate versus the true positive 

rate (or the recall rate) at each threshold and the AP score 

was obtained by calculating the area under the PR curve. 

F-measure was obtained by using a self-adaptive threshold ܶ ൌ ߤ ൅  as suggested in [40] to segment the co-saliency ߝ

maps, where ߤ and ߝ are the mean value and the standard 

deviation of the co-saliency map, respectively. After 

*

KLD
KLD

Figure 4: An example to illustrate the iterative co-saliency 

inference of our approach. It is seen that our approach can 

gradually converge to satisfactory results under conditions that 

the initialized estimation is incomplete (first row), imprecise 

(second row), and even totally wrong (third row). 

Figure 3: An example to illustrate the update of the samples’

labels and SPL weights in each iteration. 
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wwwhere ߤ  and ߝ  are the mean value and the standard 

Figure 5: Subjective comparisons of the proposed approach and two state-of-the-art methods. For the examples in each dataset, the first 

row is the input image groups, the second row is the ground truth masks, and the 3-5 rows are the co-saliency maps generated by the 

proposed approach, SACS, and ESMG, respectively. 
 

Figure 6: Quantitative comparisons of the proposed approach and other state-of-the-art methods.  
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obtaining the average precise and recall via the adaptive 

threshold T, we can obtain the F-measure as in [1, 37, 41]. 

In our experiments, the CNN was implemented via the 

MatConvNet toolbox [42]. As suggested in [15, 16], the λ  

and γ  in (2) were chosen according to the number of the 

selected samples which was set to be 10% of the total 

superpixels in each image group. For the parameter in 

convergence condition, we empirically set =0.1τ  in (6). 

5.2. Comparison with State-of-the-art Methods 

In this section, we evaluated the proposed co-saliency 

detection approach by comparing with 6 state-of-the-art 

methods, i.e., CSHS [22], SACS [23], CBCS [21], CBCS-S 

[21], ESMG [24], and ESMG-S [24]. For qualitative 

evaluation, we show some co-saliency maps generated by 

the different methods in Fig. 5. The examples demonstrate 

that the proposed approach can uniformly highlight the 

co-salient regions even if they exhibit different poses, 

shapes, and points of view. 

For quantitative comparison, we report the evaluation 

results in terms of the PR curve, the AP score, and the 

F-measure in Fig. 6. As can be seen, in the iCoseg dataset, 

the proposed approach obtains the highest precision when 

the recall rate is between 0 and 0.95. Thus, it outperforms 

other state-of-the-art methods both in terms of the AP score 

and the F-measure. The MSRC dataset is a more 

challenging dataset, where all state-of-the-art methods 

which are based on the hand-designed metrics cannot 

obtain as good performance as in the iCoseg dataset. 

However, the proposed approach obtains better 

performance than it does in the iCoseg dataset. Compared 

with other state-of-the-art methods, the proposed approach 

obtains obviously better performance in terms of all the 

three evaluation criteria. More specifically, the proposed 

approach outperforms the previous best method, i.e., the 

SACS, by 7.5% and 6.5% in terms of the AP score and 

F-measure, respectively. In addition, as shown in Fig. 6, the 

speed of our algorithm is faster than most previous works. 

Furthermore, we applied our method for object co- 

segmentation in a large scale dataset [43] which contains 

thousands of noisy internet images. The experimental 

results (in terms of Jaccard similarity) also demonstrate our 

method (0.63) outperforms the state-of-the-art methods, 

e.g., Rubinstein’s [43] (0.59) and Chen’s [5] (0.61). 

5.3. Model Analysis 

Firstly, we compared the proposed SP-MIL with some 

baseline approaches, which are the initial estimation [37], 

the learning model without considering the sample 

diversity and the real-valued weights, and the learning 

model only considering the sample diversity. The 

quantitative comparison results on the two benchmark 

datasets are shown in Fig. 7 (a), from which we can observe 

that: 1) even without considering the sample importance 

and diversity, the proposed SP-MIL framework can always 

work effectively to improve the initial estimation; 2) 

learning with considering the sample diversity could 

obviously improve the performance; 3) learning with 

considering the real-valued weights and sample diversity 

could always obtain the best performance.  

To demonstrate the robustness of our method, we used 

some state-of-the-art single-image saliency methods [21, 

24, 37, 44, 45] for initialization and reported the 

performance after the initialization, the learning, and the 

smoothing processes, respectively. The experimental 

results in Fig. 7 (b) demonstrate that 1) the single-image 

saliency detection methods can only provide coarse 

estimation for co-saliency detection; 2), SP-MIL makes 

significant contribution to the final performance; and 3) it is 

robust to different initialization methods as well. 

6. Conclusion 

In this paper, we have proposed a novel co-saliency 

detection approach which formulates the co-saliency 

detection under a MIL framework and introduces the SPL 

theory into the MIL framework for selecting training 

samples in a theoretically sound manner. In addition, two 

novel factors, i.e., the real-valued weights and sample 

diversity, were considered in the SPL model. The 

comprehensive experiments on two benchmark datasets 

have demonstrated the effectiveness of the proposed 

co-saliency detection approach as well as the robustness of 

the proposed SP-MIL model. For future work, we plan to 

apply the proposed method to more extensive real 

applications, such as image/video co-segmentation [5], 

co-localization [6], and weakly supervised learning [47]. 
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Figure 7: Analysis of the proposed SP-MIL model. 
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