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Abstract

Cultural events are kinds of typical events closely relat-

ed to history and nationality, which play an important role

in cultural heritage through generations. However, auto-

matically recognizing cultural events still remains a great

challenge since it depends on understanding of complex im-

age contents such as people, objects, and scene context.

Therefore, it is intuitive to associate this task with other

high-level vision problems, e.g., object detection, recogni-

tion, and scene understanding. In this paper, we address

this problem by combining both ideas of object / scene con-

tents mining and strong image representation via CNN into

a whole framework. Specifically, for object / scene contents

mining, we employ selective search to extract a batch of

bottom-up region proposals, which are served as key object

/ scene candidates in each event image; while for repre-

sentation via CNN, we investigate two state-of-the-art deep

architectures, VGGNet and GoogLeNet, and adapt them to

our task by performing domain-specific (i.e., event) fine-

tuning on both global image and hierarchical region pro-

posals. These two models can complementarily exploit fea-

ture hierarchies spatially, which simultaneously capture the

global context and local evidences within the image. In our

final submission for ChaLearn LAP Challenge ICCV 2015,

nine kinds of features extracted from five different deep mod-

els were exploited and followed with two kinds of classifiers

for decision level fusion. Our method achieves the best per-

formance of mAP = 0.854 among all the participants in

the track of cultural event recognition.

1. Introduction

An event generally can be defined as a semantically

meaningful human activity, taking place within a selected

*The first two authors contributed equally to this work, and were or-

dered alphabetically.

environment and containing a number of necessary objects

[12]. As a special case, cultural events are kinds of typical

events closely associated with the history and nationality,

e.g., La Tomatina is a festival that is held in Spain, in which

participants throw tomatoes and get involved in this toma-

to fight purely for entertainment purposes, the Albuquerque

International Balloon Fiesta is a yearly festival of hot air

balloons that takes place in New Mexico, USA during early

October, and the Tour de France is an annual multiple stage

bicycle race primarily held in France and occasionally mak-

ing passes through nearby countries. These cultural events

or festivals as cultural heritage are considered to be of great

significance for human development and progress. Image as

a classic visual media has played an important role to pro-

mote the spread of culture with their property that they are

easy to store / access / comprehend, especially in the era of

the Internet, when more and more photos are continuously

uploaded to the Internet via user-generated content websites

like Flickr, Facebook, and Instagram. However, the explo-

sive growth of resources makes it almost impossible to man-

ual annotate or tag. Thus, it is necessary to investigate how

to understand the cultural events automatically.

In this paper, we formalize this problem as image-based

cultural event recognition, i.e., given a cultural event im-

age, assigning it to the class to which it belongs. This is

tremendously challenging because images from the same

cultural event might have quite different appearances, i.e.,

large within-class scatter (see Figure 3), moreover, cultural

events are complex phenomena which involve interactions

among scenes and objects, and therefore analysis of cul-

tural event requires techniques which can go beyond rec-

ognizing individual entities and carry out joint reasoning

based on evidences of multiple aspects [19]. Based on such

requirement, lots of research attempted to solve the event

recognition problem by integrating scene and object cate-

gorizations [12, 19]. More specifically, [12] utilized a gen-

erative graphical model along with a set of integrative and
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hierarchical labels of an image to perform the what (even-

t), where (scene) and who (object) recognition of an entire

event, and [19] formulated a multi-layer framework to tack-

le the problem of event recognition, which took into account

both visual appearance and the interactions among humans

and objects, and combined them via semantic fusion. On

the other hand, in recent years, deep convolutional neural

network has led to significant progress in several classic vi-

sion tasks including object detection [6], object recognition

[8], and scene recognition [20], which have been treated

as the core technologies of event recognition. Meanwhile,

deep convolutional neural network never has been in devel-

opment from the initial LeNet [11] to AlexNet [8]. More

recently, the success of VGGNet (16 or 19 layers) [15] and

GoogLeNet (22 layers) [16] implies that deeper structure

exhibits a more powerful representation.

In light of such progresses of two streams, we propose

to combine both ideas of object / scene contents mining and

strong visual representation via CNN into a whole frame-

work. Specifically, for object / scene contents mining, we

employ selective search to extract a batch of bottom-up re-

gion proposals, which serve as key objects / scene can-

didates in each event image; while for representation vi-

a CNN, we investigate two state-of-the-art deep architec-

tures, VGGNet [15] and GoogLeNet [16], and adapt them

to our task by performing domain-specific (i.e., event) fine-

tuning on both global image and hierarchical region pro-

posals. These two models can complementarily exploit fea-

ture hierarchies spatially, which simultaneously capture the

global context and local evidences within the image. By

performing decision level fusion of both models, we can

obtain significant improvement compared to the scheme

only based on original images. In our final submission

for the ChaLearn LAP Challenge ICCV 2015 [4], nine

kinds of features extracted from five different deep mod-

els were exploited and followed with two kinds of classi-

fiers, i.e., Logistic Regression [5] and Linear Discriminant

Analysis [2]. Our method achieves the best performance

of mAP = 0.854 among all the participants in the track

of cultural event recognition. A schema of our proposed

method is shown in Figure 1.

Global feature

(Augmentation)

Local feature

(Mean-pooling)

Late fusion

(LR / LDA)

CNN

CNN

Figure 1. Schema of our proposed method.

The rest of this paper is structured as follows. Section

2 reviews several most related work for our problem and

method. Section 3 introduces the whole pipeline including

the feature extraction model and classification schemes. In

Section 4, implementation details of data preparation and

networks structures are provided for the purpose of repro-

ducibility. In Section 5, we report our experimental results

with analysis of computational cost. Finally, we conclude

our work and discuss possible future efforts in Section 6.

2. Related work

Cultural event recognition is a brand new task raised

in ChaLearn LAP Challenge which received several con-

tributions [18, 14, 13, 9] in the CVPR 2015 workshop [1].

Specifically, [18] proposed five-stream object-scene convo-

lutional neural networks to extract important visual cues of

both object and scene for event understanding. [14] com-

bined the visual features extracted from convolutional neu-

ral networks with metadata (time stamps) of the photos in

the hierarchical fusion scheme to generate the final predic-

tion. [13] extracted visual features from a number of subre-

gions within the image, and performed image recognition

by combining all the classification results of each subre-

gions probabilistically. [9] directly treat event recognition

as a general image categorization problem, and investigat-

ed several state-of-the-art methods in this field, e.g., spa-

tial pyramid matching [10], regularized max pooling [7],

then least-square SVM was employed on different features,

e.g., SIFT, color histogram, and CNN features [8], for final

classification. All these efforts mentioned above provid-

ed reasonable and effective solutions for the event recog-

nition task, and achieved promising performance ranging

from 73% to 85% on the dataset with 50 event categories

and 5,875 / 2,332 / 3,569 images for training / validation /

testing respectively [1].

Selective search and Region-CNN. Selective search

[17] addressed the problem of generating possible object lo-

cations for the usage of object recognition. Instead of the s-

liding window techniques using coarse search grid and fixed

aspect ratios, selective search considered the fact that im-

ages are intrinsically hierarchical, thus combining bottom-

up segmentation and data-driven grouping to generate a

compact set of multi-scale subregions for object proposals.

Inspired by this, Region-CNN [6] took selective search as a

pre-processing module to generate hierarchical region pro-

posals, and then applied high-capacity convolutional neural

networks to each region for a much stronger representation,

which achieved significant performance boost as well as ef-

ficiency for scalable detection task.

3. Feature hierarchies with CNN

The key to event recognition is understanding the com-

plex image contents such as people, objects, and scene con-
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text. These contents are intrinsically hierarchical in both

aspects of spatial location and semantics, which motivates

us to perform multi-scale image partitioning for hierarchical

content discovery and representation. Inspired by the recent

progresses in object and scene recognition [17, 6, 8, 20], we

propose to combine both ideas of hierarchical contents min-

ing and visual representation via CNN into a single frame-

work. In the first step of hierarchical contents mining, we

also employ selective search to extract a batch of bottom-up

region proposals as in [6], which are served as key object-

s / scene candidates in certain event image. For each re-

gion, we investigate two deep architectures, i.e., VGGNet

[15] and GoogLeNet [16] for feature extraction. Accord-

ing to the observation in [6] that when labeled training data

is scarce, supervised pre-training for an auxiliary task then

followed by domain-specific fine-tuning yields significant

improvement, for both GoogLeNet and VGGNet, we per-

form pre-training on large object dataset, i.e., ImageNet [3]

and then fine-tune the model on the training set of cultural

event images provided by the challenge, using both schemes

of global image and hierarchical region proposals. These t-

wo models can complementarily exploit feature hierarchies

spatially, which simultaneously capture the global contex-

t and local evidences within the image. In Figure 2, we

highlight some spatial regions with larger prediction scores

(deep networks outputs) in the image, which can be consid-

ered as distinctive evidences for the certain event.

Figure 2. Examples of spatial regions with larger prediction scores

(deep networks outputs) in images.

4. Implementation details

4.1. Data preparation

In our framework, we fine-tune our CNN model and ex-

tract features based on global images and region proposals

respectively. In global scheme, for a single image, if width

> height, we resize the image to keep its height as 256 pix-

els and resample it as left, middle, and right parts with the

size of 256×256; otherwise, if width < height, we resize the

image to keep its width as 256 pixels, and resample it as top,

middle, and bottom parts, also with the size of 256×256. In

training stage, the three parts of each image are all assigned

by its image label and involved in the fine-tuning process.

While for feature extraction, we average the feature vectors

of these three parts to obtain a whole image representation.

For region proposals, we generate a batch of (about 125

per image in our experiments) hierarchical bounding boxes

using selective search by filtering out the results whose a)

width and height is less than 20% of the original image; b)

width/height ratio is greater than 2.0 or less than 0.5. All the

sub-regions are then resized to 256 × 256 directly. As the

same as in global scheme, we feed all the region proposals

with its image label into the deep networks for fine-tuning,

and finally combine the feature vectors of all these regions

by mean-pooling to obtain the final representation for fur-

ther classification.

4.2. Network structure and parameters

In our final submission, two architectures, VGGNet and

GoogLeNet are employed for feature extraction. We per-

forms pre-training on ImageNet database and fine-tuning

the model in two schemes of global image and region pro-

posals. All the details of the network structures and param-

eters are summarized as follows:

VGGNet. VGGNet are 16 or 19-layer deep network-

s with 1 softmax loss layer. For global image, we fine-tune

the networks using 42, 996 (#train×3) images with learn-

ing rate of 0.001, momentum of 0.9, weight-decay of 0.005,

and dropout ratio of 0.5 (for fully-connected layer). The w-

hole process is performed by 30K iterations with mini-batch

size of 32; For region proposals, we fine-tune the networks

using 1, 794, 988 subimages with almost the same param-

eters, except for the number of iterations of 120K. In both

schemes, the output values of the 4096-dimension softmax

loss layer are served as the image representation.

GoogLeNet. GoogLeNet is 22-layer deep networks with

3 softmax loss layer. For global image, we fine-tune the

networks using 42, 996 images with learning rate of 0.01,

momentum of 0.9, weight-decay of 0.005, and dropout ra-

tio of 0.5 (for fully-connected layer). The whole process

is performed by 40K iterations with mini-batch size of

128; For region proposals, we fine-tune the networks us-

ing 1, 794, 988 subimages only with the change of iterations

of 100K. The output values of the 1024-dimension softmax

loss layer are served as the image representation.

5. Experiments

5.1. Dataset and protocol

In the experiments, we evaluate our method on the

ChaLearn Cultural Event Recognition dataset [4]. This

dataset contains 28,705 images corresponding to 100 dif-

ferent cultural event categories (99 events and 1 non-class)

from all around the globe. The data has been split in-

to three subsets: 14,332 for training, 5,704 for validation,

and 8,669 for testing. The distribution of images by cate-

gory are approximately equal. In all the image categories,

human poses, garments, special objects, and scene contex-
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Figure 3. Selected samples from five cultural events (July 4th, Tour de France, Ballon Fiesta, Annual Buffalo Roundup, and La Tomatina)

and one non-class (the bottom row). More specifically, July 4th is a federal holiday commemorating the adoption of the Declaration of

Independence on July 4th in the year of 1776; Tour de France is an annual multiple stage bicycle race primarily held in France, while also

occasionally making passes through nearby countries; Ballon Fiesta is a yearly festival of hot air balloons that takes place in Albuquerque,

New Mexico, USA during early October; Annual Buffalo Roundup is held in Custer State Park, South Dakota, USA in September, and

the bison there are rounded up, with several hundred sold at auction so that the remaining number of animals will be compatible with the

rangeland forage; and La Tomatina is a festival held in Spain, in which participants throw tomatoes and get involved in this tomato fight

purely for entertainment purposes.

t constitute possible cues for characterizing certain events,

while preserving the inherent inter / intra class variations.

Figure 3 shows some example images for several cultural

events, such as July 4th, Tour de France, Ballon Fiesta, An-

nual Buffalo Roundup, and La Tomatina.

For evaluation, a precision-recall curve is generated for

each category according to the real-valued prediction scores

of each image. The principal quantitative measuremen-

t is Average Precision (AP ), which refers to the area un-

der the precision-recall curve. After the AP ’s computation

of each category, we average all AP s to obtain mAP for

the final performance. (The evaluation code is provided by

ChaLearn LAP Challenge [4].)

5.2. Experimental results

We employ two kinds of linear classifiers, Logistic Re-

gression (LR) and Linear Discriminant Analysis (LDA), on

image features extracted from different deep models and

fusing their decision scores for final results. For LR, we

use the Liblinear package [5] with the parameter “−s 0 −c

1”. For LDA, we first conduct PCA for dimension reduc-

tion. Specifically, we preserve 3,000 dimensions for VG-

GNet features and 1,000 dimensions for GoogLeNet fea-

tures. The final LDA dimension is set as 99, which is one

less than the number of categories.

We illustrate all our results based on different model-

s with different classifiers as follows. In Table 1 and Ta-

ble 2, the comparisons among “(Model) ImageNet”, “(Mod-

el) ImageRegion”, “(Model) ImageNetEvents”, and “(Mod-

el) ImageNetEventsRegion” demonstrate the effectiveness

of both operations of region proposals and domain-specific

fine-tuning. Table 3 shows the fusion results based on nine

different CNN features and two classifiers, and we achieve

the mAP = 0.850 on validation set. Finally, the challenge

results on testing set provided by organizers are shown in

Table 4.

Table 1. Performance on validation set based on VGGNet.

Models LR LDA

VGG16ImageNet 0.639 0.648

VGG16ImageNetRegion 0.707 0.697

VGG16ImageNet (finetune) 0.735 0.741

VGG16ImageNetRegion (finetune) 0.786 0.793

VGG19ImageNet 0.626 0.640

VGG19ImageNetRegion 0.709 0.695

VGG19ImageNet (finetune) 0.728 0.734

VGG19ImageNetRegion (finetune) 0.782 0.790

*1. Model: [Networks] [Dataset] ... [Region (optional)]

*2. [Region]: Region proposals generated by selective search.

5.3. Computation time

In this section , we report the computation time of each mod-

ule in our framework. In feature extraction step, we only consider

the fine-tuning cost based on the pre-trained networks model. For
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Table 3. Performance on validation set based on multiple models fusion.

Models LR LDA Fusion LR+LDA

GoogleImageNetRegion (finetune) 0.805 0.804 0.820

+ GoogleImageNetRegion (finetune) (loss1 + loss2) 0.813 0.804 0.824

+ (VGG16 + VGG19) ImageNetRegion (finetune) 0.830 0.826 0.839

+ (VGG16 + VGG19) ImageNet (finetune) 0.841 0.831 0.846

+ (VGG16 + VGG19) ImageNetRegion 0.845 0.829 0.850

Table 2. Performance on validation set based on GoogLeNet.

Models LR LDA

GooglePlaces 0.505 0.416

GooglePlaces (finetune) 0.689 0.708

GoogleImageNet 0.551 0.537

GoogleImageNet (finetune) 0.723 0.739

GoogleImageNetRegion (finetune) 0.805 0.804

GoogleImageNetRegion (finetune) (loss1) 0.753 0.758

GoogleImageNetRegion (finetune) (loss2) 0.788 0.793

Table 4. Performance on testing set from all participants.

Position Team Development Test

1 VIPL-ICT-CAS 0.783 0.854

2 FV 0.770 0.851

3 MMLAB 0.717 0.847

4 NU&C 0.387 0.824

5 CVL ETHZ 0.662 0.798

6 SSTK 0.740 0.770

7 MIPAL SNU 0.801 0.763

8 ESB 0.729 0.758

9 UPC-STP 0.503 0.588

global images, we fine-tune the networks using 42, 996 (#train×
3) images with 30K iterations on VGGNet and 40K iterations on

GoogLeNet respectively, each of which takes about 1 day with

Tesla K40 GPU. For region proposals, we fine-tune the network-

s using 1, 794, 988 subimages with 120K iterations on VGGNet

and 100K iterations on GoogLeNet, which takes about 2 days and

3 days respsctively with Tesla K40 GPU. For classification, we

summarize the train / test expended time of both validation stage

and final testing stage in Table 5 and Table 6, regarding to differ-

ent deep models and different classifiers. (Note that all data are

obtained using one PC with 2.20GHz and 4G RAM.)

6. Conclusions

In this paper, we present our method for cultural event recog-

nition by exploiting visual feature hierarchies with deep convolu-

tional neural networks. Technically, for each cultual event image,

selective search is first conducted for region proposals extraction,

then both global image and subimage regions are served as input

Table 5. Computation time (train / test) in validation stage.

Models
LR LDA

train test train test

GoogLeNet 214.39s 0.82s 7.80s 10.11s

VGGNet 379.25s 1.12s 146.53s 10.37s

Table 6. Computation time (train / test) in test stage.

Models
LR LDA

train test train test

GoogLeNet 424.02s 1.17s 9.08s 32.48s

VGGNet 587.86s 1.65s 146.53s 37.92s

to fine-tune two deep convolutional neural networks for hierarchi-

cal feature learning. At the back-end, we simply utilize two clas-

sic discriminant learning methods for classification and perform

decision-level fusion for final predictions. In the future work, we’ll

try to consider more complex visual cues, like human poses, gar-

ment, or human-object interactions, and figure out their intrinsic

relationship semantically for in-depth understanding of the scenes

and events.
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18 0 0 0 0 0.07 0 0 0 0 0.04 0 0 0 0 0 0 0 0.86 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.01 0 0 0 0 0

19 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0.02 0.61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

20 0 0.01 0 0 0.07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.92 0.04 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.04 0 0.02 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.09 0 0 0 0 0 0 0.02 0 0 0.02 0 0 0 0.02 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

21 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0.06 0 0.79 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

22 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0 0 0 0.02 0 0 0 0.95 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0.03 0 0 0 0 0.01 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0.02 0.02 0 0 0 0 0 0.02 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0

23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.91 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0 0 0.01 0 0 0 0 0 0 0 0 0 0

24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.88 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

25 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.95 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

26 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.81 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

27 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0.02 0 0.05 0.94 0 0 0 0.02 0 0.05 0 0 0 0.03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0

28 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.67 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.11 0 0 0 0 0 0 0 0 0 0 0 0 0

29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.05 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0.23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

30 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.93 0.02 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02

31 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0.01 0 0.02 0 0 0 0.02 0 0 0 0 0.56 0 0.05 0 0 0 0 0 0 0 0 0 0 0 0 0 0.2 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.02

32 0 0 0 0 0.03 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.91 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

33 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0.79 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0

34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.56 0.11 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0

35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.12 0.52 0.02 0 0 0.02 0 0.04 0 0.01 0 0 0.08 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02

36 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.8 0 0 0 0.02 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0.02 0 0.04 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0

37 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.86 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.88 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.02 0

39 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.85 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0

40 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.93 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

41 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0.08 0 0.02 0.02 0 0 0 0 0 0.02 0 0 0.04 0 0 0 0.02 0.02 0 0 0 0 0.42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

42 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.78 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

43 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.85 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.03 0 0 0 0 0 0 0.02 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0

44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0.84 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.01 0 0 0 0 0

45 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.93 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.08 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

46 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0.1 0.09 0.02 0 0 0 0 0 0 0 0 0 0.84 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0.02 0 0 0 0 0 0

47 0 0 0 0 0 0 0 0 0 0 0.02 0 0.01 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0.19 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.55 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.85 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.06 0 0 0 0 0 0 0.07 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0

49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.81 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0

50 0 0 0 0 0.02 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.69 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

51 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.91 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0.03 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.06 0.06 0 0 0 0 0.02 0 0.02 0 0 0.02 0

52 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.92 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

53 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.02 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0.96 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

54 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0.02 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.04 0 0 0 0.91 0 0 0 0 0.02 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0

55 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.93 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0

56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.89 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0

57 0 0 0.02 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0.02 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.82 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0.04 0

58 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

59 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.91 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0.07 0 0 0

60 0 0 0 0 0.02 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.95 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.02 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.89 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

62 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.65 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0

63 0 0 0.02 0 0.03 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.76 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.02 0.02 0 0 0 0 0 0.02 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0

64 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.02 0 0.04 0 0 0.02 0 0.02 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.73 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0.02 0

65 0.05 0.01 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.02 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0

66 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0.02 0 0.95 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

67 0 0.01 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.02 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.81 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.02 0.01 0.02 0 0 0 0

68 0.05 0.01 0.07 0.01 0.07 0 0.02 0 0.02 0 0.04 0 0 0.03 0.06 0.08 0.07 0 0 0.02 0 0 0.05 0.02 0 0 0 0 0 0.02 0.02 0 0 0.02 0 0.04 0.01 0.05 0.02 0 0.02 0.04 0.01 0 0 0 0.09 0 0.02 0 0.03 0.04 0.04 0 0 0.02 0.04 0 0 0 0.02 0.08 0 0 0.16 0.03 0.03 0.92 0 0.08 0.02 0 0.07 0.02 0.02 0 0 0 0 0 0.06 0 0 0 0 0 0 0 0.1 0 0 0.03 0 0.03 0 0.02 0 0 0 0

69 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.05 0 0 0 0 0 0 0.06 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

70 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.06 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.72 0.02 0.02 0 0 0.02 0.02 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0

71 0.02 0 0 0 0.02 0 0 0 0 0 0.07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.85 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0

72 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.04 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0 0 0 0 0 0.8 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0

73 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.02 0.07 0.02 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.02 0.02 0 0.7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0

74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0.02 0.81 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0

75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.86 0 0 0 0 0.02 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0

76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.98 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02

77 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.12 0 0 0 0 0.02 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.73 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

78 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.02 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.67 0 0 0 0 0 0 0.07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02

79 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0.02 0 0 0 0.02 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0.9 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0

80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0.02 0 0 0 0 0 0.02 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0.02 0 0.02 0 0 0 0 0 0 0.83 0 0 0 0 0 0 0 0 0 0 0 0.03 0.01 0 0 0 0 0 0 0

81 0.02 0 0 0 0 0 0 0 0 0 0.02 0 0.01 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.75 0 0 0 0 0 0 0 0.06 0 0 0 0 0 0 0 0 0 0.02 0

82 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.05 0 0 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.02 0 0 0 0 0.93 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

83 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.98 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

84 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.98 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.05
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Figure 4. Confusion matrix of the 100 cultural events (100 rows by 100 columns). Please kindly note that some events could be easily

confused with each other, e.g., Eid al-Adha (34th row) v.s. Eid al-Fitr Iraq (35th column), Carnaval de Oruro (19th row) v.s. Fiesta

de la Candelaria (41th column), and Asakusa Samba Carnival (6th row) v.s. Notting hill carnival (69th column). Moreover, there are

also several cultural events having quite satisfactory accuracy, e.g., Pingxi Lantern Festival (76th), Sandfest (84th), and Aomori Nebuta

(4th). Such high accuracies are mainly attributed to the small intra-class variance. Besides, it is obvious that the non-class (68th) has high

confusion score with most of other events.
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