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Abstract

Analysis of hand gestures in one-to-one tutoring gives a
number of characteristics of social interaction and behav-
ior between the tutor and the student. This analysis can
not only aid in understanding the effectiveness of the learn-
ing methodology and developing new techniques for learn-
ing, but also help in developing intelligent and online tu-
toring systems. Although there exists a comprehensive lit-
erature on recognizing hand gestures, there is limited work
on recognizing such gestures in the context of one-to-one
tutoring systems. In this paper, we first introduce a new
dataset that comprises a set of 2166 richly labeled video se-
quences of multiple subjects, showing 4 different classes of
most prominent gestures in one-to-one tutoring. In addition
to the dataset, two methods comprising appearance based
cues and motion based cues are proposed and evaluated on
this dataset. A detection accuracy of over 53% is achieved
when the proposed techniques are validated across 6 differ-
ent subjects, which can be used as a benchmark for future
works that can employ the proposed datasets for hand ges-
tures for one-to-one tutoring systems.

1. Introduction

One-to-one tutoring has received recent attention after it

was established that this form of tutoring leads to an im-

provement in the performance of the students by two stan-

dard deviations, compared to the conventional group class-

room setup [2]. One-to-one tutoring involves extensive so-

cial interaction between the tutor and the student, and de-

coding subtle cues from such social interactions has been of

great interest, especially to aid in the development of intel-

ligent and adaptive tutoring systems [6].

Major research efforts in this area have focused on un-

derstanding and modeling cognitive processes of one-to-one

tutoring [5][6], and the common modalities used are text

and speech [22]. Another major component of one-to-one

tutoring that has been relatively less studied is the nonver-

bal behavior that accompanies speech, which includes hand

gestures, facial expressions, nods, gaze etc. It has been es-

tablished that behaviors that improve social rapport increase

information transfer between individuals, and can specifi-

cally affect the efficacy of teaching [8]. The role of hand

gestures in tutoring has been well established [30] and re-

cent studies have shown that gestures form a major modality

in understanding tutor-student interactions [24][31]. This

paper focuses on hand gestures commonly used in one-to-

one tutoring.

Computer Vision has been widely used for recogniz-

ing human hand gestures for applications such as human

computer interface (HCI), virtual reality and robotics [7].

[20] is one of the earliest sruveys on visual interpretation

of hand gestures for HCI, in which techniques for gesture

modeling, analysis and recognition are discussed in detail.

A number of visual features in varying combinations have

been used to identify the gestures. This includes model-

based cues [29][17][21], motion based cues [11][25] and

appearance based cues such as skin color [4][18], histogram

of oriented gradients (HoG) [9][10] etc. Model-based ap-

proaches rely on three dimensional representation of body

parts, e.g., [21], whereas appearance-based approaches use

two dimensional information such as gray scale images or

body silhouettes and edges [26]. IOn the other hand, motion

based approaches attempt to recognize the gesture directly

from the motion without any structural information about

the physical body, e.g., [3]. In all these approaches, the

temporal properties of the gesture are typically handled us-

ing approaches such as Hidden Markov Models (HMM) or

Conditional Random Fields [29]. In [17], a discriminative

framework that incorporates hidden state variables is used

for continuous gesture sequence segmentation. Skin color

detection is one of the most popular methods for hand lo-

calization [18]. The skin color cues are combined with the

motion cues [4] for improving the efficiency of hand detec-

tion. Modified HOG based feature is explored in [18] that

introduces a two-dimensional HOG or HOG2 for hand ges-
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ture recognition in vehicle systems. A recent example of

a model-based method is described in [19] which employs

geometry based normalizations and Krawtchouk moments

to locate and identify hand gestures in a rotation invariant

manner and in varying backgrounds. Local and global mo-

tion based methods using descriptors such as SIFT are dis-

cussed in [9]. Both these motion based methods are com-

bined together in [9] to get higher accuracy in gesture iden-

tification. An exemplar based gesture recognition method

is proposed in [7], which represents each gesture as a se-

quence of body poses (exemplars) through a probabilistic

framework for matching these body poses to the the image

data.

Although there are a number of hand gesture recognition

techniques, there is limited work done on recognizing hand

gestures for tutoring systems. Given that the tutoring pro-

cess involves a variety of hand gestures that can be directly

correlated to interactions and social behavioral patterns be-

tween the tutor and the pupil, detecting such hand gestures

in one-to-one tutoring environments can aid in developing

intelligent systems to evaluate the learning methods, inter-

actions and ultimately improving the education process.

In this paper, techniques that are based on appearance

and motion history are explored for automatic detection of

the most common gestures in the context of one-to-one tu-

toring. The paper is organised as follows: The types of

gestures that are seen in a one-to-one tutoring are first de-

scribed in Section 2, followed by a detailed description of

the dataset that is used in this paper, along with the process

of generating it, in Section 3. This is then followed by the

techniques that have been employed for gesture recognition

in Section 4, after which the evaluation results are presented

in Section 5. A discussion on the relevance of this work for

social behavior has been included in Section 6, before con-

cluding the paper in Section 7.

2. Types of gestures in one-to-one tutoring
There are many kinds of gestures, including hand ges-

tures, nods and eye gaze, that are commonly used in a one-

to-one tutoring system, and these have been studied in detail

by William et al. [30]. This paper focuses on automatically

recognising hand gestures commonly used in the context of

one-to-one tutoring sessions. Hand gestures accompanying

speech are termed as speech-gestures [15] and considering

that speech is a modality that almost always accompanies

gestures in a tutoring set up, speech-gestures are commonly

analysed in this context. McNeill [15][16] distinguishes the

following four major types of gestures by their relationship

to the speech:

• Deictic: refers to the pointing gesture often associated

with the index finger, but not limited to it. Deictic ges-

tures are used to direct a listeners attention to a phys-

ical reference in course of a conversation. In face-to-

face conversation these gestures mostly are limited to

the pointing in and often used in a reference to the

imaginary placeholder.

• Iconic: Iconic gestures have close relationship to the

semantic content of speech. In McNeills definition, the

iconicity of gesture is determined by exhibiting the as-

pects of the same scene described by speech.

• Beats: Beat gestures are possibly the most spontaneous

and the smallest hand movement resembling flicks.

Unlike other speech gestures, beats are not associated

with any particular meaning and they occurs with the

rhythm of the speech, mostly placed on stressed sylla-

bles.

• Metaphoric: Metaphoric gestures are associated with

abstract ideas. Similar to iconic gestures in pictorial

manifestation, they represent a metaphor of the speak-

ers idea or feeling about a concrete concept.

Apart from the speech-gestures, other visual gestures

such as ‘writing’ or ‘fidgeting’ are expected to commonly

occur in tutoring videos. William et al. [30] investigated

the various hand gestures involved in a typical one-to-one

tutoring system and concluded that ‘deictic’ gestures and

‘writing’ on the work-space are the two main hand ges-

tures, constituting to more than 80% of the hand gestures

used, respectively. Max et al. [13] studied the role of de-

ictic gestures in focusing visual attention and conclude that

these gestures cannot be ignored in developing intelligent

tutoring systems.

Automatic vision-based hand gesture detection in tutor-

ing has a number of challenges. Firstly, the manual labeling

of videos for specialized gestures, such as speech gestures,

requires the experience of experts in this field. The labeling

process involves isolating video segments containing mean-

ingful gestural activity and discarding portions that are not

useful. Secondly, the same gesture is represented by a wide

range of hand configurations and appearances. For exam-

ple, although a deictic gesture is typically represented by the

pointing of the index finger to the object of interest, other

fingers can be used for the same purpose.

3. About the dataset

The hand gesture dataset Tutor-Gesture considered in

this paper is part of a bigger multi-modal tutoring dataset

that is due for release soon. The full tutoring dataset offers

a set of richly labelled data with video and audio modalities,

captured using a 4-camera set up, one facing the tutor, an-

other facing the student, a wide angle capturing both, and an

aerial camera capturing hand gestures. A sample from this
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Figure 1. Sample snapshots from the tutoring dataset (a) wide

frontal view camera (b) overhead view camera

dataset is shown in Fig. 1, with snapshots from the wide

frontal and overhead views.

The full tutoring dataset consists of 20 videos capturing

one-to-one mathematics tutoring sessions on the subject of

logarithms. The tutors were two accredited middle school

math teachers (1M, 1F) and the participants were 20 typi-

cally developing 8th graders (10M, 10F). Each tutoring ses-

sion was approximately one hour in duration and consisted

of a 10 minute pretest, followed by a 40 minute tutoring

session, and concluded with a 10 minute posttest. Video

was collected simultaneously from 4 camera angles as ex-

plained above; a wide frontal view of both the teacher and

student, close-up views of the student and teacher faces, and

an overhead view which captured the shared workspace.

The dataset was extensively hand-labeled in the modali-

ties of speech, gesture, eye gaze and facial expression us-

ing ELAN [23]. The speech of the teacher and the student

was transcribed and then labeled according to the contex-

tual meaning of each speech unit within the session. Eye

gaze direction, Facial Action Coding System (FACS) units,

and key gestures were labeled for both teacher and student

for the duration of each session. Additional measurements

of student and teacher FACS units were automatically ex-

tracted using the Computer Expression Recognition Tool-

box (CERT).

The Tutor-Gesture dataset used in this paper was derived

from the bigger tutoring dataset and currently consists of

Figure 2. Labeling scheme followed for the Tutor-Gesture dataset,

with an example

over 2300 small video clips, of length ranging from few

seconds to a few minutes. It was generated using the over-

head view camera capturing the workspace and the hand

gestures. ELAN label files were used to automatically ex-

tract the small video clips corresponding to the length of

each gestural activity. The process of generating the dataset

included the following steps:

1. The timestamps of the gestural activity were extracted

using the ELAN label files.

2. MATLAB scripts were written to automatically gen-

erate commands for commandline video-editing soft-

ware called FFMPEG, using the timestamps extracted

above. These commands were saved as batch files.

3. The batch files were run, resulting in extraction of

small clips from the original overhead view camera.

4. This was repeated for 6 videos of the same tutor but

with 6 different students - 3 Male and 3 Female.

The labeling scheme that has been employed for the

Tutor-Gesture dataset has been illustrated in Fig. 2 with an

example. The label starts with the index of the video num-

ber. The letter ‘S’ or ‘T’ has been used to indicate whether

the gesture belongs to the student or the tutor, respectively.

This is followed by the start timestamp of the segment (in

HH:MM:SS:MS) format in the original video. The label of

the gesture follows next, which include dei, ico, bea, met,
wri to represent deictic, iconic, beat, metaphoric and writ-

ing, respectively. This is finally followed by the letter ‘R’

or ‘L’ to indicate whether it is the right or the left hand that

has been used for the gesture.

The distribution of the gesture types in this dataset has

been shown in Table 1. In alignment with the observation

pointed out in [30], it can be seen that deictic and writing

gestures form the majority of the gestures that transpire dur-

ing the tutoring sessions. It is for this reason that in this pa-

per, the focus has been limited to automatically recognising

deictic and writing gestures. The tutor considered in this

Gesture Dataset is left-handed, while all the six students are

right-handed. The left and right handed deictic and writ-

ing gestures, therefore form the four classes considered for

classification, namely, deiL, deiR, wriL and wriR, respec-

tively. These account to a total of 2166 video clips. Sample
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Figure 3. Snapshots of the four types of gestures that

will be analyzed in this paper, along with the labels (a):

13S 00 04 28 548 wriR, (b): 13T 00 08 25 048 dei L, (c):

13T 00 16 03 368 wriL and (d): 13T 00 19 42 698 dei R

V1 V2 V3 V4 V5 V6

Deictic 167 157 246 231 194 219

Writing 173 140 154 173 152 158

Iconic 15 19 30 8 2 5

Beat 4 9 22 18 17 11

Metaphoric - - 3 2 1 2

Table 1. Distribution of hand gestures in Tutor-Gesture dataset

snapshots of the four gesture types, along with their labels

are illustrated in Fig. 3.

4. Techniques for Hand Gesture Classification
In this section, techniques are proposed for classifying

hand gestures in datasets generated during the one-to-one

tutoring sessions. Two different kinds of hand gesture clas-

sification techniques are proposed, which will be evaluated

using the abovementioned datasets. We will describe an ap-

pearance based classification technique, followed by a mo-

tion based technique for classifying the four different kinds

of hand gestures in one-to-one tutoring sessions that were

described in Section 3.

4.1. Bag of Words on SIFT

We use a bag of words (BoW) model on dense SIFT

features [27] to generate appearance based descriptors, that

are fed into an SVM for recognition. The strength of the

proposed approach lies in the combination of dense feature

sampling, implicit inclusion of spatial information through

a pooling step using spatial grids [12], and state-of-the-art

feature encoding using Locality-constrained Linear Coding

[28].

In each video segment of the training dataset, we con-

sider the middle frame of the segment for generating ap-

pearance based features. First, we sampled dense SIFT fea-

tures [14][27] using a stride of 4 pixels. The codebook

for BoW was generated using approximate K-means clus-

tering, a clustering approach that employed data-to-cluster

distances using the Approximate Nearest Neighbor algo-

rithm. Once the codebook of cluster centers was generated,

each local SIFT feature was assigned to a codeword using

Locality-constrained Linear Coding (LLC) [28]. LLC pro-

jected each descriptor to a local linear subspace spanned by

a selection of the codewords using an optimization problem.

The traditional Bag of Words model is robust to spa-

tial translation, but sacrifices spatial layout information dur-

ing the histogramming process. Spatial Pyramid Matching

(SPM) implicitly incorporates spatial information into the

feature representation through histogramming within differ-

ent subdivisions of the image [12]. For SPM each image

was partitioned into 2 × 2 segments. The BoW represen-

tation was then computed within each of these segments,

and all of the subsequent BoW histograms were concate-

nated into a single feature vector. The features are then sent

for linear SVM for training. Fig. 4 shows the feature gen-

eration and learning steps of the appearance based method

employed in this paper.

Figure 5. Modified MHIs generated for the four different classes:

(a) Writing left, (b) Writing right, (c) Deictic left, and (d) Deictic

right.

4.2. Modified Motion History Image

In this subsection, we will present a motion-based tech-

nique for hand gesture recognition in one-to-one tutoring

sessions. We employ two modified versions of motion his-

togram image (MHI) [3][1] to describe the four different

hand gestures in one-to-one tutoring. The motion history

image (MHI) approach is a view-based temporal template

method which is simple but robust in representing move-
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Figure 4. Bag of Words on SIFT with spatial pyramid matching for hand gesture recognition in one-to-one tutoring; (a) Image (b) Local

descriptors after encoding (c) Pooling over spatial pyramids and (d) Final feature.

ments and is widely employed for action recognition, mo-

tion analysis and other related applications [1]. The MHI

Hτ (x, y, t) is computed from an update function ψ(x, y, t)
in the following way:

Hτ (x, y, t) =

{
τ if ψ(x, y, t) = 1
max(0, Hτ (x, y, t− 1)− δ) otherwise

(1)

where ψ(x, y, t) is function like background subtraction,

frame differencing etc.

In this paper, we use MHI in the following two ways.

Using Background Image: In every video sequence, we

consider the first frame I(x, y, 1) of the sequence as the

background image, which is then used to compute the bi-

narized frame difference images between the background

image and the remaining frames I(x, y, t) in the following

way:

D(x, y, t) =

{
1 if (I(x, y, 1)− I(x, y, t)) > δ
0 otherwise

(2)

where 2 ≤ t ≤ Nf , Nf being the total number of frames

in the sequence. The binarized mask D(x, y, t) is used to

select the differences in the image pixels between the back-

ground image and I(x, y, t), which have changed beyond a

threshold δ at time instance t, i.e. the difference image ID
is generated as

ID(x, y, t) = D(x, y, t) · (I(x, y, 1)− (I(x, y, t)) (3)

where · denotes pixelwise multiplication. The modified

MHI with background image is computed by summing all

the difference images and then normalizing it by the maxi-

mum value of the summation image, i.e.

HB(x, y) =
1

SB
max

Nf−1∑
i=2

ID(x, y, i) (4)

where SB
max = max(

Nf−1∑
i=2

ID(x, y, i)). Fig. 5 shows sam-

ple modified MHIs obtained by applying the above equa-

tions on video segments containing deictic and non-deictic

gestures. After generating HB for every video sequence in

the dataset,HB is vectorized for training using linear SVM.

Without Using Background Image: In the second vari-

ant of the MHI, differences are computed between every

two adjacent frames to generate the binarized difference im-

ages and subsequently the difference images. The equations

(2) and (3) are now modified as the following:

D(x, y, t) =

{
1 if (I(x, y, t)− I(x, y, t− 1)) > δ
0 otherwise

(5)

ID(x, y, t) = D(x, y, t) · (I(x, y, t)− (I(x, y, t)) (6)

The above ID is now used to determine HB , which is vec-

torized and trained using SVM.

5. Evaluation
In this section, we evaluate the proposed techniques us-

ing the one-to-one tutoring hand gesture dataset that we in-

troduced in Section 3. As discussed in Section 3, six videos

in the entire dataset are being used in this paper, wherein

each video corresponds to a different student subject. The

tutor is the same in all the six different videos. The num-

ber of test cases corresponding to each subject and the type

of gestures are listed in Table 1, wherein it was established

that deictic and writing are the two main gestures that are

involved in one-to-one tutoring. Therefore, we perform the

evaluation of the proposed methods for these two gestures

only, namely, deictic and writing. Additionally, we have

two different classes for each type of gesture one for right
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Figure 6. Confusion matrix for hand gesture recognition in one-to-

one tutoring using BoW on SIFT features.

and one for left, i.e. there are a total of 4 classes: deictic

left, deictic right, writing left and writing right. In these

classes, left refers to the gesture being performed using left

hand and similarly for the right gestures using right hand.

The dietic left and writing left observations are contributed

by the tutor and the right hand observations are contributed

by the student. The total number of samples used for evalu-

ation is 2166 for the four gesture classes considered.

In order to perform the evaluation, we perform a leave-

one-out cross-validation (LOOCV) with respect to the sub-

ject. In other words, it is a 6-fold cross validation in which

the cross validation is repeated six times such that in each

iteration, the observations of one out of the six subjects are

used for testing while the observations of the remaining 5

subjects are used for training.

Fig. 6 shows the confusion matrix for the four classes

using the appearance based method that employs BoW on

SIFT features (Section 4.1). It can be seen that this yields

over 70% accuracy for deictic left and writing left classes,

that mainly are associated with the tutor. It is noteworthy

that that this method gives over 51% accuracy for writing

right class, which has been cross-validated using LOOCV

across six different student subjects, each with a different

writing style. A higher accuracy for the two left classes

can be attributed to the fact that the deictic left and writ-

ing left classes are associated with the same tutor. Also, an

accuracy of only 18% is obtained for deictic right. One of

the reasons attributing to this low accuracy is that the total

number of samples for deictic right (corresponding to the

deictic gestures of the student) is 173 out of 2166 samples

(about 8%), and the pointing styles across the 6 different

subjects can be quite varied. Fig. 7 and Fig. 8 show the con-

fusion matrices for the motion-based approaches based on

the two variants of MHI. It can be seen that the appearance

based method using BoW on SIFT features gives a higher

accuracy as compared to the motion based approach for all

classes. It may be observed that the shape of a hand writing

with a pen and a hand pointing with a pen are similar, so

higher discrimination may be obtained by considering the

temporal dynamics as well. However in the case of deictic

left and right gestures, the shape as well as temporal dy-

namics of left and right hands pointing are both similar to

one another. It is therefore understandable that deictic right

gestures are often confused as deictic left gestures.

Figure 7. Confusion matrix for hand gesture recognition in one-

to-one tutoring using modified motion history image with back-

ground image.

6. Discussion
In this section, the relevance of automatic gesture clas-

sification in the understanding social behavior in a one-to-

one tutoring session is briefly discussed. Firstly, gestures

constitute a major aspect in the non-verbal communication

between the tutor and the student. The presence of, the fre-

quency and distribution of the various gestures transpiring

in a tutoring session can directly convey various aspects

of the social communication. This coupled with the in-

formation from other modalities can be used to effectively

decode subtle social cues. For example, if there is a lot

of deictic gestural activity by the same tutor with one stu-

dent compared to another, this could be possibly correlated

with the degree of learning or the pace of learning of the

students (which can be possibly inferred from the students

track record, or from the pre and post test scores that have

been recorded as part of the bigger dataset described in this

paper).
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Figure 8. Confusion matrix for hand gesture recognition in one-to-

one tutoring using modified motion history image without back-

ground.

Figure 9. Deictic trace generated by capturing coordinates of the

pointing finger of tutor during deictic gesture occurances; clusters

of deictic activity are marked as A and B.

It would also be interesting to correlate the gestural ac-

tivity spatially on the workspace to study emerging proper-

ties. One such example is illustrated in Fig. 9, that shows

a trace of the deictic activity by the tutor for a stretch of

approximately 25 minutes that the tutor spent on that sheet

of paper. The trace in this figure was created by manually

recording the coordinates of deictic gestures of the tutor,

once for each occurance of the gesture, throughout the time

when the workspace displayed that particicular page. This

process can also be automated by using fingertip detection

techniques once the deictic gestures have been identified

temporally, although this is out of scope of this paper. It

can be seen that there are clusters of high deictic activity

that can be observed, which might potentially indicate com-

plex problem segments or eleborate explanations that might

be necessary to teach those problem segments.

When the hand gesture classification outputs are studied

in combination with other modalities such as speech, other

body gestures such as gaze, nods etc., this opens up many

interesting work packages for future study.

7. Conclusions

In this paper, a new dataset called Tutor-Gesture is firstly

introduced that contains a set of over 2300 video clips taken

from six one-to-one tutoring sessions, involving a single tu-

tor and six different students. The commonly used hand

gestures, namely, deictic and writing, have been considered

for automatic classification. Techniques based on shape

properties using SIFT bag of words features, and based on

motion, using a few variants of the Motion History Image

(MHI) have been considered. It has been shown that SIFT

bag of words yields a detection rate of over 70% for the

left handed deictic and writing gestures corresponding to

the tutor, and over 50% on right handed writing gestures,

corresponding to six different writing styles of the students.

Future work includes combining hand gestures from video

data with other modalities such as speech, gaze, nods etc.
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