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Abstract

Semi-supervised learning approaches have emerged as
an active area of research to combat the challenge of ob-
taining large amounts of annotated data. Towards the goal
of improving the performance of semi-supervised learning
methods, we propose a novel framework, HIERMATCH, a
semi-supervised approach that leverages hierarchical infor-
mation to reduce labeling costs and performs as well as a
vanilla semi-supervised learning method. Hierarchical in-
formation is often available as prior knowledge in the form
of coarse labels (e.g., woodpeckers) for images with fine-
grained labels (e.g., downy woodpeckers or golden-fronted
woodpeckers). However, the use of supervision using coarse-
category labels to improve semi-supervised techniques has
not been explored. In the absence of fine-grained labels,
HIERMATCH exploits the label hierarchy and uses coarse
class labels as a weak supervisory signal. Additionally,
HIERMATCH is a generic-approach to improve any semi-
supervised learning framework, we demonstrate this using
our results on recent state-of-the-art techniques MixMatch
and FixMatch. We evaluate the efficacy of HIERMATCH on
two benchmark datasets, namely CIFAR-100 and NABirds.
HIERMATCH can reduce the usage of fine-grained labels by
50% on CIFAR-100 with only a marginal drop of 0.59% in
top-1 accuracy as compared to MixMatch.

1. Introduction

Recent achievements in deep learning can largely be at-
tributed to the use of vast collections of labeled data. Data an-
notation is often tedious and time-consuming, and many ap-
plications such as fine-grained visual classification (FGVC)
[11, 33, 15] and medical diagnostics require inputs from
field experts for data annotation, thus increasing the cost
of annotation. Semi-supervised learning (SSL) methods
[24, 2, 3, 19, 25] have emerged as a practical approach to

overcome this costly requirement of supervised learning by
leveraging vast quantities of unlabeled data along with lim-
ited supervision from labeled data. Acquiring large amounts
of unlabeled data usually results in very little or no additional
cost.

Existing knowledge databases organize data by group-
ing related categories. WordNet [21], a language dataset,
categorizes the most generic object classes semantically in
groups, which makes the hierarchical structure of labels
easily accessible for most visual datasets. While recent
SSL methods [24, 3] have made encouraging progress, the
use of label hierarchies with SSL remains unexplored. As
obtaining fine-grained labels typically needs expert knowl-
edge, an effective way of reducing annotation cost is to
make use of coarser-level supervision obtained from non-
experts. For instance, in NABirds [26], a fine-grained
dataset, downy woodpeckers and golden-fronted
woodpeckers are different fine-grained classes belong-
ing to the same coarse class woodpecker. A layperson
can easily assign the label woodpecker as compared to
annotating it with fine-grained labels that can be done only
by subject experts. We argue that by leveraging the read-
ily available label hierarchies, we can trade-off expensive
finer-grained labels annotated by experts in favor of cheaper,
coarser-grained labels from non-experts, and yet devise semi-
supervised techniques that perform nearly as well as base-
lines that use a larger number of fine-grained labels.

Our claim builds upon the observation that all classes
in a dataset do not differ equally from each other [4]. By
judiciously using label hierarchies, it is possible to train
SSL-based classifiers with stronger priors despite weaker su-
pervision (in the form of coarser labels) and achieve compa-
rable fine-grained accuracy. For example, consider a dataset
shown in Figure 1 containing images of different kinds of
Flower and Fish (Level 2 categories). The goal is to train
a ConvNet based classifier for the Level 3 categories, i.e.,
types of Flowers and Fish. By explicitly using label
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Figure 1. Overview of HIERMATCH. Our proposed training strategy makes use of samples labeled at different hierarchical levels. Our
network consists of different hierarchical classifiers (inspired by [7]). At test time, we use only the finest-level classifier for classification.
We assume that coarse-level labels are available for the samples labelled at a finer-level. HIERMATCH is a general-framework that can be
used with any semi-supervised learning approach to incorporate information about label hierarchies.

hierarchies during the SSL training, it should be possible
to impose stronger priors and learn feature representations
that will reduce confusion between unrelated Level 3 cate-
gories, e.g., between Sunflower and Flatfish. This
observation is based on the argument that a human who is
confident of an image being that of a Flower (Level 2) is
very unlikely to identify it as a Flatfish (Level 3).

Existing techniques leverage the hierarchical priors on
data in tasks such as object recognition [20, 15, 14], text-
classification [29], retrieval tasks [1], or by reducing the
severity of mistakes [4, 16]. To our knowledge, ours is the
first work that leverages hierarchical labels as knowledge pri-
ors in the semi-supervised setting leading to reduced labeling
costs.

In this paper, we present an approach to incorporate la-
bel hierarchy in the SSL framework that trades off more
expensive labels at the finest granularity of categories for
cheaper labels at coarser granularity while maintaining clas-
sification performance at the finest level. We refer to this
training strategy as HIERMATCH and test it in conjunction
with two recently proposed semi-supervised learning tech-
niques, MixMatch [3] and FixMatch [24]. We demonstrate
the effectiveness of HIERMATCH on datasets that offer two
or more levels of granularity.

Our contributions are as follows:

• We propose a novel framework, HIERMATCH, for im-
proving the performance of a semi-supervised learning
algorithm by exploiting the label hierarchies inherent
in datasets.

• We experimentally validate that HIERMATCH achieves
significant performance improvement on CIFAR-100
[18] and fine-grained NABirds [26] dataset compared
to MixMatch [3] by reducing 4000 and nearly 1000
fine-grained labels on CIFAR-100 and NABirds respec-
tively. HIERMATCH can reduce the requirement to 50%
samples at the finest level with only 0.59% performance
drop on CIFAR-100.

• We demonstrate the robustness of HIERMATCH to the
choice of hierarchy with experiments on two different
hierarchies for CIFAR-100: one with two levels, and the
other with three. HIERMATCH improves upon baselines
for both the settings.

• We show that HIERMATCH does not need any addi-
tional hyperparameters. Furthermore, it works well
with the hyperparameters as those set for the respective
baseline SSL methods, therefore eliminating the need
for any additional hyperparameter tuning.

The rest of the paper is organized as follows: Related
work is discussed in Section 2. In Section 3, we first discuss
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the preliminary ideas, followed by our proposed approach.
Section 4 presents our experimental evaluations, followed
by a discussion of results and their analysis in Section 5 and
we finally conclude in Section 6.

2. Related Work

2.1. Semi-supervised learning methods

Semi-supervised techniques utilize large amounts of un-
labeled data by imposing a loss on predictions made on this
unlabeled data. In the past, loss terms have been proposed
to either nudge the model to make predictions with high
confidence on unlabeled data (Entropy Minimization [13]),
or to predict a similar output distribution on perturbed inputs
(consistency regularization [19, 25, 3, 24]).

Laine et al. [19] incorporate consistency regularization
loss in their π-Model. For every image, labeled and unla-
beled, they pass two augmentations of it through their net-
work and force their network to make similar predictions on
both (unsupervised loss term). For labeled images, they addi-
tionally impose cross-entropy loss (supervised loss term). As
the training progresses and the model grows more confident
in its predictions, they ramp up the weight of the unsuper-
vised loss term. To reduce the number of forward passes per
iteration, thus simplifying training, they also propose Tem-
poral Ensembling which alleviates the need for the second
forward pass by maintaining an exponential moving aver-
age (EMA) of the model’s previous predictions. However,
Temporal Ensembling introduces a large memory constraint
that can pose challenges on large datasets. Subsequently,
Tarvainen et al. [25] improved upon the π-Model [19] by
introducing a student-teacher model, wherein the weights of
the teacher model are an EMA of the weights of the student
model. They empirically show that using a teacher model
improves the quality of targets produced that are used to
enforce consistency regularization.

Zhai et al. [31] bridge the gap between self-supervised
learning and semi-supervised learning by proposing S4L.
The basic S4L technique is simple, a self-supervised loss
(eg. predicting rotations [17]) is computed on every image
(labeled and unlabeled), and an additional cross-entropy loss
is computed only on the labeled image.

Berthelot et al. [3] combine different SSL techniques like
consistency regularization, entropy minimization and general
regularisation using mixup [32] in their proposed framework,
MixMatch. ReMixMatch [2] by Berthelot et al. introduce
improvements over MixMatch [3] by using distribution align-
ment and augmentation anchoring. They change consistency
regularization by comparing weak augmentations of an im-
age with its strong augmentation and show improvements.
Sohn et al. [24], propose FixMatch, which combines dif-
ferent SSL components such as pseudo labeling and con-
sistency regularization. Unlike ReMixMatch [2] that uses

sharpening for consistency regularization, FixMatch [24]
uses pseudo-labels of a weakly-augmented image against
the strong augmentation of the same image. Despite its sim-
plicity, FixMatch achieves state-of-the-art performance on
most datasets and gives promising results in extremely label-
scarce settings. To the best of our knowledge, none of the
current works in the domain of SSL leverage hierarchical
information present in most datasets to boost their model
performance.

2.2. Hierarchical classification methods

The hierarchical structure present in data has been used
in the supervised setting for various learning tasks, some of
which we discuss in this section.

Devise [10], a label-embedding method, uses pretrained
visual models to obtain the image embeddings and a pre-
trained word2vec model to obtain the corresponding label
embeddings. They optimized a ranking loss such that the
cosine similarity of the correct label should be higher than
the similarity of any other label. Barz and Denzler [1] map
samples onto a unit hypersphere with distances based on the
least common ancestor and maximize the correlation based
on the cosine similarity. Bilal et al. [6] analyze feature maps
at different layers of the convnet block and errors in a simple
classifier using the confusion matrix and branch out classifi-
cation layers from the output of different convnet blocks in
the decreasing order of coarseness at the last layer.

Wu et al. [28] use a multi-task loss function for each hier-
archical level post the last fully connected layer. In the label
inference step they smoothen the prediction values to enforce
consistency across different semantic levels. Bertinetto et al.
[4] point out flaws with Top-k error metrics that, for misclas-
sified samples, all classes other than the ground-truth class
are treated as equally wrong. To reduce the severity of the
mistakes, they propose two novel loss functions, hierarchi-
cal cross-entropy (HXE) loss, and soft-labels loss. Karthik
et al. [16] use a conditional risk minimization framework
to correct mistakes by introducing hierarchical information
at test time. Unlike conventional classifiers that maximize
the probability of sample belonging to a class, they propose
the use of a minimum risk class, defined based on the cost
matrix.

Wang et al. [27] exploit label hierarchies to tackle the task
of domain adaptation in FGVC by integrating curriculum
learning with adversarial learning to progressively improve
domain adaptation in difficult setting of fine-grained cate-
gories.

3. Proposed Approach
3.1. Semi-Supervised Baselines [3, 24]

Our technique leverages semi-supervised learning algo-
rithms that incorporate consistency regularisation in their
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loss functions. We employ MixMatch [3] and FixMatch [24]
as SSL techniques for our experiments.

The semantic structure of an image is invariant to the
augmentation applied. Consequently, consistency regulari-
sation encourages a model to make similar predictions on
different augmentations of the same image. In the simplest
formulation consistency is measured as the mean squared
error between predictions on two augmentations of the same
image. [19] introduce consistency loss, as an unsupervised
loss, and compute this loss on both labeled as well as unla-
beled images. The unsupervised loss is ramped up with time
as the model grows more confident in its predictions.

MixMatch extends the π model [19] by proposing en-
tropy minimisation via temperature scaling on unlabeled
images. This forces the network to make more confident
predictions for unlabeled images. MixMatch additionally
employs MixUp [32] as a regularizer to encourage convex
prediction behaviour between convex combinations of sam-
ples. Akin to the π model, MixMatch ramps up the unsuper-
vised loss (consistency regularisation) as training progresses
and the model becomes more confident in its predictions.
MixMatch achieves much better results than the π model
[19], albeit the number of hyperparameters and training time
increase.

FixMatch [24] improves on the π model [19] by using
pseudo labeling and changing the loss in consistency reg-
ularisation. FixMatch produces both a weak and a strong
augmentation of every unlabeled image. The prediction of
the network on the weakly augmented image is used as a
pseudo label for the image if the predicted class probability
is higher than some threshold value. This pseudo label is
then used as the ground truth label for the prediction of the
network on the strongly-augmented image.

FixMatch enforces consistency regularisation only when
the model is confident and does away with the need for time
based consistency regularisation as is in π model [19] and
MixMatch [3]. FixMatch uses less hyperparameters than
MixMatch, makes fewer forward passes through the net-
work than MixMatch [3], and has improved results by using
pseudo-labels on unlabeled images, confidence threshold-
ing, and introducing strong augmentations in consistency
regularisation,

3.2. Hierarchical Classification [7]

Chang et al. [7], by means of a comprehensive human
study, conclude that the label for an image is subjective de-
pending on expertise in the domain and that most people
prefer multi-granularity labels. They suggest that some-
one familiar with birds would assign the fine-grained label
Flamingo to an image containing a flamingo, however, a
layperson would assign the coarse label Bird to the very
same image. An architecture consisting of K independent
label classifiers, one for each hierarchical level, forked from

a common feature extraction backbone has been used be-
fore [27] towards the end of multi-granularity classification.
The authors of [7] establish that jointly optimizing for both
coarse-grained and fine-grained classification equally on the
aforementioned architecture degrades fine-grained classifi-
cation performance while improving coarse-grained classi-
fication performance. Based on this finding, they propose
disentangling of features fed into the independent label clas-
sifiers. They divide the feature vector f equally into K
unique parts denoted as fk. Each independent label classifier
uses its features as well as features of classifiers at levels
finer than itself to make predictions. Additionally, gradients
from a label classifier are stopped from flowing to finer fea-
tures during backpropagation and only flow to the features
of this classifier. This results in coarse grained classifiers
enjoying the benefits of fine grained features while ensuring
fine grained features remain unaffected by coarse grained
supervision.

3.3. HIERMATCH

Let H be the number of hierarchical levels in the dataset
and let Ki denote the number of classes at the i-th level
of the hierarchy, where i = 1 is the coarsest and i = H
is the finest-level of the hierarchy. We focus on leveraging
prior knowledge available in the hierarchical structure of
data. Thus, for an image labeled at the hierarchical-level i as
yi, we assume the image also has label information available
for all coarser i− 1 levels as {yj}i−1

j=1.
Conventional semi-supervised learning frameworks use

a set of unlabeled data and a set of labeled data. Labels
for images in the labeled set are available only at the finest
level of the hierarchy. In our setting of hierarchical semi-
supervised learning, we have a set of labeled data for every
level of the hierarchy and a set of unlabeled data.

Let X h = {(xb, y
h
b ) : b ∈ Bh} be the set of labeled data

where Bh is the index set of all images that have labels at
level h ∈ [1, 2, . . . ,H] and yhb takes one of Kh values. Each
image xb was annotated at some level j ≥ h as yjb , which is
its label at the j-th level of the hierarchy. The knowledge of
labels {y1b , . . . , yhb , . . . , y

j
b} for xb follows from our assump-

tion about the knowledge of the hierarchical structure of
labels. Thus xb will feature in all sets X 1, . . . ,X j . Let the
set of unlabeled data samples be U = {xb : b ∈ BU} where
analogously BU is the index set of unlabeled images. These
samples do not have label information at any hierarchical
level.

We denote the feature extractor by F(·) and the label
classifiers corresponding to different hierarchical levels by
G1(·), G2(·), . . . , GH(·), each of which fork from the output
of F(·). The labeled data for classifier Gℓ consists of all
the samples that have a label at the ℓ-th hierarchical level.
Unlabeled data for a classifier Gℓ comprises of all unlabeled
samples U and samples labeled at levels coarser than ℓ. This
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follows from the assumption that a sample labeled at a par-
ticular level j does not have labels for any level finer than j.
Thus, such a sample will be treated as an unlabeled sample
by all the finer classifiers i.e. {Gj+1, . . . ,GH}. We collect
these samples in a set defined as

Uℓ =
(
X 1 \ X l

)
∪ U (1)

We build upon the hierarchical classification framework
proposed by Chang et al. [7] discussed in section 3.2. Akin
to their work, we disentangle the feature vectors used for
predictions by the independent label classifiers. For an input
image x, let the obtained feature vector f = F(x), which
is divided into H equal parts {f1, . . . , fH}. Each vector fh

corresponds to the h-th hierarchical level. Fine-grained fea-
tures assist coarse-level classifiers in classification, however,
during backpropagation gradients are stopped from flowing
to the finer features to avoid biasing them with coarse-level
information. Thus, the final feature vector which the label
classifier Gh(·) uses for prediction is

fh
inp = CONCAT(fh,Γ(fh+1), . . . ,Γ(fH)) (2)

where Γ(·) represents stopping of gradients during back-
propagation. For each of the hierarchical classifiers, any
semi-supervised learning algorithm can be applied. We use
MixMatch [3] and FixMatch [24] as examples of SSL algo-
rithms to validate our claims. We present the complete steps
of HIERMATCH in Algorithm 1.

4. Experiments
4.1. Datasets

We evaluate HIERMATCH on the following datasets:
CIFAR-100 [18] - is a standard benchmark dataset which is
used by many recent SSL techniques [2, 3, 24]. It contains
images of size 32 × 32 belonging to one of 100 classes.
Primarily, we use a two-level hierarchy, having 20 classes
at level 1 and 100 classes at level 2 for our experiments.
To demonstrate the robustness of our method to different
choices of hierarchy, we also report results on a three-level
hierarchy [12], an extension to the two-level hierarchy, with
8 classes at level 1, 20 classes at level 2, and 100 classes at
level 3.
North American Birds [26] - is a popular benchmark
dataset commonly used to evaluate the performance of fine-
grained visual classification methods. The NABirds dataset
has a total of 555 classes. We perform experiments with
two different hierarchies. The first is a two level hierarchy
with 555 classes at level 2 and 404 classes at level 1. The
second is an extension of the first with 555 classes at level
3, 404 classes at level 2, and 50 classes at level 1. To our
knowledge, this paper is the first to evaluate semi-supervised
learning methods on the large-scale fine-grained NABirds
dataset.

4.2. Experimental Setup

For both datasets, we split the training data into train and
validation sets. We use 5000 samples of CIFAR-100 and
4972 samples of NABirds as validation sets. For CIFAR-100,
we stratify our split to maintain an equal number of samples
per class in the labeled set. NABirds is a highly imbalanced
dataset with number of samples in a class ranging from as
low as 4 to a maximum of 60. We split the training set into
labeled and unlabeled sets while ensuring every class has at
least one sample in the labeled set. When distributing the
labeled samples across hierarchies in NABirds, we ensure
that there is at least one sample per class at the finest level.
We report the final accuracy on the test set for the model
with the best validation accuracy.

On the CIFAR-100 dataset, we show results using both
MixMatch [3] and FixMatch [24] as SSL algorithms in HI-
ERMATCH framework and denote them as HIERMATCH (M)
and HIERMATCH (F) respectively. We use the WideResNet-
28-8 architecture [30] having 23.5 million parameters as
our backbone network, following the state-of-the-art SSL
methods [3, 24].

For a fair comparison, we use the same experimental set-
tings on CIFAR-100 for HIERMATCH (M) and HIERMATCH
(F) as is used for baseline MixMatch [3] and FixMatch [24]
respectively. We follow [24] and use RandAugment [8] for
data augmentation.

For NABirds, we use the WideResNet-50-2 [30] (67.87
million parameters), pretrained on ImageNet [9], as our
backbone network. We use only MixMatch [3] as semi-
supervised technique in HIERMATCH framework. We
present further details of the complete set of hyperparam-
eters used in the supplementary material. All our experi-
ments were done using PyTorch [23], and we used Weights
& Biases [5] for experiment tracking, visualizations, and
hyperparameter sweeps.

4.3. Baselines

We set out to show that exploiting hierarchies can reduce
annotation costs in semi-supervised learning frameworks
without compromising performance. We evaluate our ap-
proach against the following methods:
Fully-supervised baseline (Sup.-only)- The backbone net-
work with a single label classifier trained on all available
labeled training samples. This setting represents the highest
accuracy a model can achieve without utilizing any hierar-
chical information in a purely supervised setting.
Fully-supervised using limited labeled samples and no
unlabeled samples (Sup.-only) - The backbone network
with a single label classifier trained on a subset of the labeled
dataset. This is the maximum performance one can achieve
without leveraging neither the hierarchical structure nor the
unlabeled data.
Fully-supervised baseline using hierarchical network
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Algorithm 1: HIERMATCH Algorithm

Input: ∀h ∈ {1, . . . ,H}X h = {(xh
b , y

h
b ) : b ∈ Bh} set of labeled data with labels till h-th level of hierarchies;

U = {xb : b ∈ BU} set of unlabeled data points; Unsupervised loss weight λu; number of hierarchical levels in the data
H .

1 for ℓ={1 . . . H} do
2 Uℓ =

(
X 1 \ X l

)
∪ U // Concatenate to form unlabeled data for level ℓ

3 end
4 for e={1 . . .MaxEpochs} do
5 for t={1 . . .MaxIters} do
6 Lt = 0
7 for ℓ={1 . . . H} do
8 LX ℓ

t
, LUℓ

t
= SSLAlgo (X ℓ

t , Uℓ
t )

// Apply SSL algo. at level ℓ to calculate sup. & unsup. loss
9 Lt += (LX ℓ

t
+ λuLUℓ

t
) // Calculate total loss

10 end
11 θ = Optimize (Lt, θ) // Update model parameters
12 end
13 end
14 Use GH(fH) for classification at the finest-level.

(Hierarchical Sup.) - we train the hierarchical network [7]
by utilizing the hierarchical structure inherent in the dataset,
on the entire labeled data. This represents the highest achiev-
able accuracy using the hierarchical coarse labels.
MixMatch [3], FixMatch [24] - The backbone network
with a single label classifier trained using one of the SSL
Algorithms MixMatch and FixMatch. In this setting, we use
a subset of the entire available data as labeled, with labels at
the finest-level only, and all of the unlabeled data.

4.4. Evaluation Protocols

Unlike semi-supervised methods that use a fraction of
data as a labeled set, our approach requires labels with differ-
ent degrees of fineness. Therefore, we validate our approach
by performing experiments with varying amounts of labeled
data at different levels. We stick to other standard settings
from SSL [22, 3, 2, 24]. These include using a small vali-
dation set, using the same backbone network and keeping
the same experimental settings across all the techniques per
dataset. As is typical in the semi-supervised learning set-
ting, we report Top-1 and Top-5 accuracies on three-different
folds of labeled data.

5. Results and Analysis

In the following section, an experiment is referred to us-
ing a tuple (a, b, c), where a is the number (percentage) of
labeled samples at level 3 (finest level), b is the number (per-
centage) of samples labeled at level 2, and c is the number
(percentage) of samples labeled at level 1 (coarsest level).
A sample labeled at a particular level ℓ contributes to the

Methods
Labeled
Samples

Top-1 (%) Top-5 (%)

Sup.-only (45k, -, -) 79.98 93.91
Sup.-only (10k, -, -) 61.37 83.24
Hierarchical Sup. (45k, 0, -) 78.13 93.69

MixMatch (10k, -, -) 71.69 ± 0.33 90.53
HIERMATCH (M) (10k, 0, -) 73.42 ± 0.08 91.20 ± 0.10
FixMatch (10k, -, -) 77.40 ± 0.12 94.3
HIERMATCH (F) (10k, 0, -) 77.61 ± 0.06 94.70 ± 0.14

Table 1. Comparisons on the test sets of CIFAR-100 [18] with two-
level hierarchy on the baseline methods. Top-1 and Top-5 accuracy
are reported on the level 3 (finest) classifier. Approaches that do
not use a hierarchical level are indicated with a dash mark ‘-’.

corpus of labeled samples at all levels coarser than the level
ℓ. Thus, for an experiment (a, b, c), we have a total of a
labeled samples at level 3, a+ b labeled samples at level 2,
and a+ b+ c labeled samples at level 1. A dash sign ‘-’ in a
tuple indicates the absence of that level of the hierarchy. For
example, the tuple (a, b,−) denotes a two level hierarchy
with a samples labeled at level 3 and b samples labeled only
at level 2. However, the tuple (a, b, 0) denotes a three level
hierarchy with no additional samples labeled at level 1. In
the absence of a hierarchy level ℓ′, the losses correspond-
ing to that level (LX ℓ′ , LUℓ′ in Line 8 of Algo. 1) do not
contribute at all.

5.1. Comparison with the baseline-methods

Tables 1 and 5 present the comparisons of our proposed
algorithm against the baselines. HIERMATCH outperforms
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the standard MixMatch algorithm on both datasets. Using
the 2-level hierarchy for CIFAR-100, HIERMATCH increases
top-1 accuracy by 1.73% while using the same number of
samples labeled at the finest level. Using the 3-level hierar-
chy on NAbirds, the improvement in the top-1 accuracy is
1.02%.
Can HIERMATCH maintain performance, by leveraging
hierarchical labels, despite reduction in number of sam-
ples labeled at the finest level?
We use MixMatch and FixMatch with 10k labeled samples
at the finest level as our baselines to answer this question.
We reduce the number of samples labeled at the finest level
and use an equal number of samples labeled at coarser levels
instead. We report results on CIFAR-100 for HIERMATCH
(M) in Table 2 and for HIERMATCH (F) in Table 4. In
the (8k, 2k, -) setting, using 2k less labeled samples
at the finest level, HIERMATCH (M) improves upon the
(10k, -, -) (i.e., the baseline MixMatch) in top-1 accu-
racy by 0.93% and in top-5 accuracy by 0.3%. In the (5k,
5k, -) setting, despite using 50% less labeled samples at
the finest level, our technique drops by only 0.59%. In the
(7k, 2k, 1k) setting, we obtain nearly similar perfor-
mance as that of the baseline MixMatch. In domains where
obtaining labels at the finest level is extremely expensive
leveraging our technique can significantly reduce annotation
costs whilst achieving similar performance.

The results for NABirds are reported in Table 6. We
observe trends similar to those observed with CIFAR-100.
In the settings (15%, 5%, -), we reduce the number of
samples at the finest level by 995 as compared to the base-
line setting (20%, -, -), and improve on the top-1 and
top-5 accuracy by 0.23% and 0.59% respectively. However,
similar performance improvement is not observed in the
much harder setting (15%, 0, 5%) since 5% samples
from level 3 (finest level) are replaced by an equal number of
samples at level 1 (coarsest level). This can be attributed to
the fact that we only have 50 categories at level 1 which re-
sults in orders of magnitude less coverage of the input space.
We observe high variations in the HIERMATCH (M) experi-
ments of NABirds as total number of samples in fine-grained
categories are in the range from 4 to 60. The encouraging
performance of HIERMATCH (M) on NABirds, a challeng-
ing and a highly imbalanced dataset, speaks to the robustness
of our algorithm.
How effective is HIERMATCH if additional coarse-level
labels are provided?
We conduct a study on CIFAR-100 using MixMatch as SSL
algorithm to establish the effectiveness of our algorithm with
additional coarse-level labels, results of which are present in
Table 7. By keeping the number of samples constant at the
finest level, we compare the results by varying the number of
coarse-level samples. On all four settings, HIERMATCH (M)
is able to achieve significant improvements when additional

Labeled Samples Top-1 (%) Top-5 (%)

(10k, -, -) 71.69 ± 0.33 90.53
(10k, 0, -) 73.42 ± 0.08 91.20 ± 0.10
(10k, 0, 0) 72.85 ± 0.56 91.20 ± 0.20

(8k, 2k, -) 72.62 ± 0.10 90.83 ± 0.27
(7k, 2k, 1k) 71.68 ± 0.59 90.41 ± 0.11

(6k, 4k, -) 71.93 ± 0.26 90.34 ± 0.09
(6k, 2k, 2k) 72.04 ± 0.37 90.33 ± 0.26

(5k, 5k, -) 71.10 ± 0.18 90.00 ± 0.09
(5k, 3k, 2k) 70.99 ± 0.24 89.73 ± 0.24

Table 2. Performance comparison on CIFAR-100 [18] using Mix-
Match as SSL Algorithm. Accuracy on the level 3 (finest) classifier
using different number of labeled samples from different hierar-
chies while keeping the total number of labeled samples as 10,000
across the two-levels of hierarchy. Approaches that do not use a
hierarchical level are indicated with a dash mark ‘-’.

Labeled
Samples

Top-1 (%) Top-5 (%)

(400, -, -) 24.31 ± 0.22 37.87 ± 0.62
(400, 0, -) 31.39 ± 1.86 47.73 ± 1.50

(300, 100, -) 28.38 ± 0.65 45.32 ± 1.39

Table 3. Performance comparison on low-data CIFAR-100 [18]
using MixMatch as SSL Algorithm. Accuracy on the level 2 (finest)
classifier using different number of labeled samples from different
hierarchies while keeping the total number of labeled samples as
400 across the two-levels of hierarchy. Approaches that do not use
a hierarchical level are indicated with a dash mark ‘-’.

Labeled
Samples

Top-1 (%) Top-5 (%)

(10k, -, -) 77.40 ± 0.12 94.3
(10k, 0, -) 77.61 ± 0.06 94.70 ± 0.14
(8k, 2k, -) 77.10 ± 0.16 94.53 ± 0.08
(5k, 5k, -) 76.06 ± 0.15 94.12 ± 0.12

Table 4. Performance comparison on CIFAR-100 [18] using Fix-
Match as SSL Algorithm. Accuracy on the level 3 (finest) classifier
using different number of labeled samples from different hierar-
chies while keeping the total number of labeled samples as 10,000
across the two-levels of hierarchy. Approaches that do not use a
hierarchical level are indicated with a dash mark ‘-’.

coarse-level labels are leveraged. This result confirms our
claim that by incorporating additional hierarchical level in-
formation in an SSL framework with limited labels can boost
its performance significantly, and obtaining such information
is cost-effective.
How does HIERMATCH perform in a small labeled data
setting?

To test the performance of HIERMATCH in low-data set-
ting, we use a total of 400 labeled samples from CIFAR-100
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Methods
Labeled
Samples

Top-1(%) Top-5(%)

Sup.-only (18957, -, -) 69.94 88.37
Sup.-only (4972 , -, -) 55.71 50.86
Hierarchical Sup. (18957, 0, 0) 71.39 88.78

MixMatch (4972, -, -) 61.31 ± 0.23 81.86 ± 0.09
HIERMATCH (M) (4972, 0, 0) 62.33 ± 0.24 82.20 ± 0.34

Table 5. Comparisons on the test sets of NABirds [26] with three-
level hierarchy on the baseline methods. Top-1 and Top-5 accuracy
are reported on the fine-grained classifier. Approaches that do not
use a hierarchical level are indicated with a dash mark ‘-’.

dataset i.e. 4 samples per finest-class are used. We record
mean and standard deviation of label-scarce setting in Ta-
ble 3. Using baseline MixMatch [3] as SSL algorithm, we
achieved an accuracy of 24.31%. Using additional coarse-
level labels of these 400 samples with HIERMATCH un-
der the setting (400, 0, -) gives a significant boost of
7.08% and 9.86% in top-1 and top-5 accuracy metrics re-
spectively. In the experiment setting (300, 100, -),
where we use only 3 samples per-fine grained class and an
additional 100 coarse-labeled samples were used, we get an
accuracy of 28.38% which is nearly 4% improvement over
baseline MixMatch [3]. These improvements confirm that
reducing fine-grained samples, and instead using coarser-
samples can improve performance in low labeled data sce-
narios too.

5.2. Effect of number of hierarchical levels

In this subsection, we analyze the effect of varying
the number of hierarchical levels for both CIFAR-100 and
NABirds. We conduct experiments with hierarchical infor-
mation from two and three hierarchical levels. The results of
these are presented in Table 2. For the experiments (10k,
-, -), (10k, 0, -) and (10k, 0, 0) where 10k
samples remain the same at the finest-hierarchical level, the
top-5 accuracy improves as we leverage more hierarchical in-
formation. We reduce 1000 finest-level samples from (8k,
2k, -), increase them in the coarsest-level in (7k, 2k,
1k), and observe a slight performance drop of 0.34% in the
top-1 accuracy.

The experiments (6k, 4k, -) and (6k, 2k, 2k)
marginally differ by 0.11% in top-1 and 0.01% in top-5
accuracies respectively. The next set of experiments (5k,
5k, -) and (5k, 3k, 2k), involving dropping of 2k
samples from level 2 and increasing them in level 1, also
differ marginally by 0.11% and 0.27% in top-1 and top-5
accuracies respectively.

6. Conclusion
We introduced HIERMATCH, a technique that lever-

ages hierarchical structure often available with real-world

Labeled Samples Top-1 (%) Top-5 (%)

(20%, -, -) 61.31 ± 0.23 81.86 ± 0.09
(20%, 0, -) 62.83 ± 0.48 83.36 ± 0.29
(20%, 0, 0) 62.33 ± 0.24 82.20 ± 0.34

(15%, 5%, -) 61.54 ± 0.22 82.45 ± 0.25
(15%, 5%, 0) 60.49 ± 0.81 80.03 ± 1.68
(15%, 0, 5%) 59.33 ± 1.04 78.80 ± 1.82

(13%, 7%, -) 60.03 ± 0.60 81.01 ± 0.89
(13%, 4%, 3%) 59.39 ± 0.82 79.03 ± 1.50

Table 6. Performance comparison on NABirds [26]. Top-1 and Top-
5 Accuracy (%) are reported on the level 3 classifier using different
number of labeled samples from different hierarchies while keeping
the total number of labeled samples as 20% across the three-levels
of hierarchy. % indicate the respective number of samples used
20% - 4972, 15% - 3977, 13% - 3475, 7% - 1497, 4% - 991, and 3%
- 506. Approaches that do not use a hierarchical level are indicated
with a dash mark ‘-’.

Labeled
Samples

Top-1 (%)
Labeled
Samples

Top-1 (%)

(5k, 0, -) 67.92 (5k, 5k, -) 71.21
(6k, 0, -) 69.65 (6k, 4k, -) 71.72
(8k, 0, -) 70.78 (8k, 2k, -) 72.61

(10k, 0, -) 73.51 (10k, 5k, -) 74.91

Table 7. Ablation study on CIFAR-100 [18] to show that the addi-
tional coarse-class level labels can indeed help improve the perfor-
mance. Samples from fine-grained class (level 2) are kept constant
while an increase in the additional number of coarse-grained (level
1) samples improve the performance. Accuracy is reported on the
fine-grained classifier.

datasets to empower existing semi-supervised learning meth-
ods. Through experiments for two different choices of hier-
archies on both CIFAR-100 and NABirds we found that with
fewer number of fine-grained labeled samples, HIERMATCH
was able to achieve competitive or better performance than
the baseline MixMatch technique. This work establishes that
using hierarchical priors boosts the performance of state-of-
the-art semi-supervised learning methods on large datasets.
For future work, we are interested in exploring other ideas
from semi-supervised learning that might be more suitable
for hierarchical structure of data as well as validating our
technique on more complex datasets.
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