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Abstract

Hardware assurance is a key process in ensuring the
integrity, security and functionality of a hardware device.
Its heavy reliance on images, especially on Scanning Elec-
tron Microscopy images, makes it an excellent candidate for
the vision community. The goal of this paper is to provide
a pathway for inter-community collaboration by introduc-
ing the existing challenges for hardware assurance on in-
tegrated circuits in the context of computer vision and sup-
port further development using a large-scale dataset with
800,000 images. A detailed benchmark of existing vision
approaches in hardware assurance on the dataset is also
included for quantitative insights into the problem.

1. Introduction
The awe-inspiring capabilities of contemporary elec-

tronic devices stems from their extensive use of Integrated
Circuits (IC) and Printed Circuits Boards (PCB). The util-
ity of ICs is as diverse as the avenues in which its used -
ranging from power efficient Internet-of-Things devices to
high-performance computing clusters. However, to meet
increasing demands for performance, functionality and en-
ergy efficiency, the complexity of these devices were scaled
up significantly. This is especially true for ICs built using
nanoscale structures. Their inherent complexity, generated
by integrating several billion transistors in a tiny space, pro-
vides ample opportunities for adversaries to hide malicious
modifications within the IC. These hidden modifications,
called hardware Trojans, may impact the expected lifetime
of the device or make it vulnerable to adversarial attacks i.e.
compromise the integrity of the device (see Figure 1(a)).

With the real world consequences of using compromised
devices ranging from exposure of sensitive data to failure
of mission critical systems, ensuring the integrity of these
devices becomes a priority. Hardware assurance refers to
the process of verifying the design of hardware devices to
ensure that there are no malicious modification present in
the device. In computing, this process is akin to ensuring

that a computer system is free from spyware or bloatware
that may cause premature system failure or compromises
the system to outside threats. In its infancy, the assurance
measures for ICs were performed manually on optical im-
ages in a time and resource intensive manner [44]. How-
ever, the advent of modern ICs, with nanoscale features not
resolvable under optical imaging modalities, this approach
was rendered obsolete and ineffective. This prompted the
transition from optical imaging to electron microscopy tech-
niques, such as the Scanning Electron Microscopy (SEM),
and the adoption of automated image analysis techniques
into the hardware assurance process.

The ICs are manufactured by sandwiching multiple lay-
ers with unique properties into a complex three dimensional
structure (see Figure 1(b)). For assuring trust in the device,
structures in every layer of the IC needs to be verified. With
the fragile nature of the IC, complicated techniques, like Re-
verse Engineering (RE), is required to access every layer of
the IC and image them. A detailed workflow for RE can be
found in a recent survey [5]. In simple terms, the RE work-
flow destructively removes the topmost exposed layer of the
IC and acquires images of the exposed region in an iterative
loop till all the layers are processed. As expected, RE is
a complicated process and introduces several undesirable
artefacts to the acquired images affecting the efficacy of the
hardware assurance process. Some of these challenges, akin
to uneven lighting and shot noise interference, were effec-
tively handled by the computer vision community. How-
ever, there are more challenges and open research questions
that needs to be addressed.

There are several instances, like with X-ray and Mag-
netic Resonance Imaging (MRI), where the computer vision
community has assisted in development of critical algorith-
mic infrastructure to address issues in the medical commu-
nity. In this paper our goal is to introduce a large-scale
SEM image dataset, called REFICS1, to provide a pathway
for the computer vision community to assist in addressing
challenges in the field of hardware assurance. Although

1Published under Creative Commons Attribution (CC-BY-4.0). Hosted
on Trust-hub. Link: https://trust-hub.org
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Figure 1. (a) An example of a hardware Trojan [47]. The original
layout is on the top and the SEM image of the corresponding loca-
tion on the IC is on the bottom. (b) Cross-section of an IC captured
using SEM imaging indicating multiple layers in its makeup [32].

Figure 2. The image processing pipeline for hardware assurance

there are several datasets available for hardware assurance
on PCBs [33, 38, 34, 22, 6], REFICS is the only dataset
to introduce both the SEM imaging modality and hardware
assurance problems for ICs into the vision community. The
rest of the paper is organized as follows: Section 2 elabo-
rates on the challenges in hardware assurance for ICs and
presents them in the context of computer vision for easier
understanding and abridging the distance between both the
communities. Section 3 expands on the dataset generation
process and benchmarks existing image analysis/computer
vision approaches in the hardware assurance community.
Section 3 further includes the insights that can be leveraged
for developing effective vision algorithms. The work is con-
cluded in Section 4 along with information on planned fu-
ture expansions for the dataset.

2. Relevance to Computer Vision
Hardware assurance is a relatively unknown domain for

the computer vision community. The importance of the pro-
cess in preserving privacy and security of ICs was described
earlier. However, these facts do not highlight the difficulty
and challenges associated with the process or the long term
viability of the domain for computer vision studies. The
goal in this section is to emphasize the challenges associated
with the process and highlight the short-term and long-term
research prospects for the community. The problems can
be classified based on their scope and complexity involved
in addressing them. They are low-level vision, high-level
vision, data assessment and data manipulation problems.

The low-level vision problems is based on the limitations
of the existing image processing pipeline in hardware assur-

Figure 3. Exemplary case depicting accumulation of errors in each
successive step of the hardware assurance process for improperly
processed/acquired data.

ance. The pipeline is shown in Figure 2. These are common
problems in computer vision dealt with a wide variety of ap-
proaches. However, there are certain factors that make this
problem hard. An exemplary situation is shown in Figure
3. The scale of features in IC SEM images may only span a
few pixels. With noise and other factors affecting the qual-
ity of the image, the image processing pipeline may detect
non-existent hardware Trojans and/or have ambiguous de-
tection. With the images collected from a single IC aggre-
gating to several hundred thousand images, resolving each
ambiguity would lead to several hundred hours of manual
verification [26]. The obvious solution to the problem is to
limit the imaging modality to high quality images -both in
terms of feature sizes (magnification) and noise characteris-
tics. But this leads to the inflation of the image acquisition
time frame by orders of magnitudes [47], thereby, making
the process infeasible for everyday application. This re-
quires the image processing pipelines to provide accurate
results (as close to the ground truth as possible) without in-
creasing image quality. The existing image processing ap-
proaches in hardware assurance as well as their efficacy on
the dataset is given in Section 3.2. A major bottleneck in
the hardware assurance process is considered to be the im-
age processing pipeline. Hence, time-efficient, reliable and
robust algorithms needs to be developed and integrated into
the existing pipeline.

The high-level vision problems builds on the informa-
tion provided by the image processing pipelines and in-
terprets the data on a contextual level. Assuming the in-
tegrity of the acquired data, the high-level vision problems
focuses on two tasks: assembling the fragmented data into
a contextually-valid human-interpretable form and learning
from the data for improving the low-level vision pipeline.
The first task has its origins in the field-of-view of the imag-
ing modality. The scale of the features ensures that multi-
ple images of the IC needs to be taken to have feature re-
solvability. This, in turn, requires the images to be merged
together to form a larger view of the IC. With existing ap-
proaches in the hardware assurance community relying on
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Problem Type Hardware Assurance task Computer Vision counterparts
Low-level vision Denoising, Segmentation, Vectorization Segmentation, Efficient training and inferencing
High-level vision Cross-node generalization Transfer learning

Stitching Representation learning
Alignment Detection and localization in 2D and 3D

Data manipulation Synthetic image generation, Obfuscation Neural generative models, Adversarial learning
Data assessment Quality Metric/Anomaly Detection Explainable AI

Missing/Damaged features Image reconstruction

Table 1. Summary representation of hardware assurance problems and their counterparts in computer vision

simple approaches like cross-correlation to merge images,
several artefacts, such as stitching errors, are brought into
existence. This problem also extends into 3D when the in-
dividual layers of the IC need to be aligned. With the core
of hardware assurance problems requiring the matching be-
tween the acquired IC SEM layout and a known Trojan-free
layout, feature representations immune to stitching errors
and misalignment needs to be developed and studied.

The latter task is based on the existence of various IC
vendors and node technologies. Every IC vendor has their
own type of unique features for each layers. These features
are taken from a private library and constrained by a set
of unknown design rules. This issue requires that the ap-
proaches designed for a specific IC to be generalizable to
other ICs as well. In Section 3.3, a brief study of the gen-
eralization of supervised machine learning methods is pro-
vided to demonstrate the magnitude of the problem. Fur-
ther, obtaining ground-truth labels for each pixel in the im-
age for every new IC vendor and node technology encoun-
tered is an infeasible and arduous task. Hence, the number
of samples to be manually labelled needs to be reduced or
eliminated by the use of transfer/zero or few-shot learning
approaches.

The semiconductor industry relies heavily on confiden-
tiality to protect their design rules and libraries from pub-
lic exposure. With the consequence of such exposure be-
ing compromised devices and stolen intellectual property,
their concern and safeguard practices are well warranted.
However, this severely limits the possibility of data shar-
ing/collection and possibilities for further advancements of
the research field. This is the prime motivating reason be-
hind using a synthetic workflow to generate images for our
dataset. Hence, the primary goal of the Data manipulation
problem is to develop necessary algorithmic infrastructure,
such as privacy preserving transforms [40, 15, 1], to obfus-
cate/transform the design data so that the original data can
be hidden but the characteristics of the layout can be learned
and the knowledge can be utilized in resolving issues with
the image processing pipeline. This can also be utilized in
generating more diverse synthetic images.

The Data assessment problem reflects on the lack of
supporting infrastructure in hardware assurance for evalu-
ating the efficacy of the image processing pipeline. Cur-
rently, image quality metrics such as intersection-over-

union (IoU), structural similarity index measure (SSIM),
mean squared error (MSE) and peak signal-to-noise ratio
(PSNR) are being used to evaluate the efficacy of the pro-
cess. These borrowed metrics from computer vision do not
fully incorporate the contextual quality of the images into
account. For instance, an over-segmented component in
the image could mean an open-circuit in the recovered lay-
out. Similarly, an under-segmented component could mean
a short-circuit in the design. Moreover, there are situations
where these metrics do not agree on the efficacy of an al-
gorithm and provide conflicting results. This aspect is dis-
cussed in detail in Section 3.3.

Finally, most of the existing knowledge in hardware as-
surance, especially based on images, come from experi-
ence reported in case studies. There are several instances
where the study was interrupted by unknown issues result-
ing in anomalous data and required human intervention to
resolve. With the image acquisition process being repetitive
and time consuming, the process is automated. However,
these anomalous data does not get handled at the imaging
phase and creeps into the pipeline causing more errors to
accumulate at later stages. Error resolution by a subject
matter expert at later stages is labor intensive and extremely
time consuming. Some case studies report error resolution
time frames as more than the time period required for image
acquisition [26]. Hence, detecting anomalous data in the
image acquisition phase is of paramount importance. Simi-
larly, with the majority of the layout design generated from
repeating patterns, the anomalous/corrupted data can be re-
constructed using learned features from other images of the
IC with techniques such as image inpainting.

A brief summary of the challenges along with their com-
puter vision counterparts are shown in Table 1. Addressing
these challenges will require the development of key algo-
rithmic infrastructure and the widespread adoption and inte-
gration of algorithms from the computer vision community.
Although it is a significant undertaking, improving the ef-
ficacy and robustness of the hardware assurance process is
critical in ensuring a safe and secure cyberspace.

3. The Dataset

The SEM produces a single channel grayscale image
with the intensity of each pixel representing the properties
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Figure 4. Workflow for generating a synthetic SEM image for the REFICS dataset.

of the source material. The SEM directs a scanning beam
towards the sample under study and the sample, in response,
releases electrons towards the SEM detector. The pixel in-
tensity value is scaled in response to the number of elec-
trons received in response to the scanning beam. The image
formation process, similar to a regular camera, is relatively
simple and can be simulated. Existing studies in electron
microscopy and IC fault analysis also support this state-
ment [11, 12, 7]. The electron microscopy community in-
troduced an SEM image simulator called ARTIMAGEN, an
initiative supported by the National Institute for Standards
and Technology (NIST) [11, 12], capable of generating im-
ages with varying influences of drift, vibration, thermal ex-
pansion, and noise profiles (Gaussian/Poisson). However,
the selection of materials, noise profiles, and shape con-
tours are limited and not suitable for IC hardware assurance.
Methods in IC fault analysis also use simulated images us-
ing a similar process. For instance, in benchmarking Line
Edge/Width Roughness (LER/LWR) algorithms [7]. A re-
cent deep learning (DL) approach generated synthetic SEM
images based on layout data for mask optimization and vir-
tual meteorology [39]. With precedent established in sub-
stituting real SEM images with a synthetic proxy, an SEM
image generator, with the limitations of the existing works
addressed, can be a viable source of diverse on-demand data
for hardware assurance.

3.1. Generating the Dataset

The initial requirement for generating a synthetic SEM
image is to have the correct context. In this case, the con-
text is the layout-level design file synthesized using stan-
dard cell libraries. Approximately 10,000 standard cells
from two standard libraries, 32/28nm and 90nm, were used

to generate the four cardinal layers of an IC, namely, dop-
ing, polysilicon, contacts and the metal layer [19, 18]. The
difference in each layer, visually, is in its contrast (material
characteristics) and shapes (library-dependent). The layout
files were split into 250×250 patches and fed into the image
synthesis workflow, as described in Figure 4, along with the
image synthesis parameters.

There are two sets of input parameters for image synthe-
sis. The first set corresponds to the imaging settings in the
SEM: the Field-of-View/Magnification (1×, 2×, 3× and
4× the original standard cell dimensions) and the dwelling
time per pixel (3.2 µsec/pixel and 10 µsec/pixel). The sec-
ond set of parameters corresponds to the noise characteris-
tics: the shot noise parameter for the scanning beam along
with the expected mean pixel intensity and standard devi-
ation of the material under study. The shot noise distorts
the scanning beam intensity at 2%, 5%, 10% and 20%. Ev-
ery µsec spent on a pixel is equivalent to 1000 samples ac-
quired from the simulation. So, a single pixel acquired at
10 µsec/pixel setting would simulate 10,000 samples from a
Monte-Carlo simulation using the beam interaction model.
A Poisson-Gaussian model was used to model the beam
interactions in the workflow. The mean pixel intensity re-
sponse for each material was acquired from real SEM im-
ages of that layer. This concludes the simulation of the im-
age formation process.

The noise profile for hardware assurance using SEM
comes with a few additional predictable and random noise
sources. The predictable noise sources, such as beam drift
and sensor noise, were adopted from earlier works. The
beam drift was simulated using a 5×5 kernel where the
beam drift probabilities from the center of the kernel to the
periphery was determined by a Gaussian distribution. Sen-
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Figure 5. Plot indicating the similarity between the real and syn-
thetic SEM image. Simulation parameter format: Standard devi-
ation of the material-Shot noise parameter. The black and green
trends indicate 10 µsec/pixel and 3.2 µsec/pixel dwelling times
with the real parameters estimated at 22-2 and 38-2 respectively.

sor noise was modelled as Additive White Gaussian Noise.
The random interactions are added to the image after the
SEM image is generated. Currently, the synthesis workflow
applies two random interaction to the SEM image: stitch-
ing errors and operator interactions. Stitching errors are
applied randomly on either the vertical, horizontal or both
axes at the same time. The operator interactions are lim-
ited to contrast adjustments in the image. This modification
is applied by introducing random variation to the material’s
mean pixel intensity response. For instance, the mean pixel
intensity response for the doped region is 160. Operator
interaction randomly samples a Gaussian distribution with
the mean set at 160 and a standard deviation of 15 to change
the mean pixel intensity response from the materials. This
modification can increase or decrease contrast in the image.
Finally, the corners in the original layout are converted to
simple curves in the SEM images to capture the variation
introduced by the mask generation process for etching the
IC layout onto the wafer during manufacturing [31]. The
radius of the curve is randomly sampled from one to five.
The chosen magnification parameter also scales the radius.
The final SEM image is generated at the end of this stage.
This SEM image synthesis workflow constitutes the closest
substitute to a real SEM image obtained from an IC through
complex resource-intensive processes like RE.

The claim for the closest substitute to a real SEM image
can be verified through extensive experimentation. The ex-
periment protocol applied for verification consists of acquir-
ing a large number of SEM images of an IC at a fixed set of
imaging parameters and comparing them against synthetic
SEM images generated using the same parameters through
Monte Carlo simulations of the beam interactions and the
other predictable interactions. If the model is valid, then
the statistical similarity of the synthetic and the real SEM
image should be highest at the same imaging parameters.
The imaging parameters used in the simulation includes
dwelling time per pixel, shot noise and the standard devia-
tion of the material. The simulation generated 64,000 pixels

for every possible combination of the parameters listed ear-
lier. The comparison between the real and synthetic SEM
image was done by using the pixel intensity histogram of
the respective images and comparing their similarity using
Jensen-Shannon divergence. A divergence value of zero in-
dicates that both the histograms are the same. Similarly,
texture-based similarity was assessed in the Fourier domain
by taking the cosine distance between the magnitude spec-
trum of the images. Both experiments produced identical
results, shown in Figure 5, suggesting that the real and syn-
thetic SEM images are very similar. For additional infor-
mation on model robustness and validation, especially in
the context of real-world noise sources, refer supplemen-
tary material Sections 1 and 2.

Finally, the REFICS dataset was generated. It currently
consists of 800,000 synthetic SEM images with 100,000
SEM image for each layer per node technology. Every SEM
image has a corresponding segmented ground truth (GT)
and a layout-level mask. In addition to assisting in resolv-
ing the challenges enumerated in Table 1, the dataset can
also be used for bench-marking novel image processing al-
gorithms and developing hardware assurance specific neural
network architectures. For approaches that involve complex
DL strategies or a directed purpose like handling stitching
errors, a tool2 is made available for generating more SEM
image samples. The tool assists in generating more SEM
images and can be modified to generate SEM images with
a particular error or set of errors depending on the user’s
intended application.

3.2. Existing Literature in Hardware Assurance

A detailed understanding of existing approaches in hard-
ware assurance is necessary to identify shortcomings and
contribute effectively. To facilitate this, a summary of exist-
ing works is provided below.
Denoising: There are several approaches in literature for
processing noisy SEM images. They include spatial fil-
tering approaches, including Gaussian, median, curvature,
anisotropic diffusion, wavelet, adaptive wiener filter, and
hysteresis smoothing [35, 3, 46, 36]. Simple high-frequency
filtering and DL-based denoising approaches have also
been used on SEM images [17]. ML-based denoising ap-
proaches, such as image inpainting, super-resolution and
dictionary-based sparse reconstruction, have also been ex-
plored for SEM images [28, 45, 7, 30]. SEM image quality
is assessed using PSNR and SSIM [41, 43, 42, 24].
Segmentation: Segmentation algorithms for SEM images
can be supervised, unsupervised or interactive. Supervised
segmentation approaches based on Support Vector Ma-
chines (SVM) and Convolutional Neural Network (CNN)
were explored [21, 9]. The unsupervised approaches are

2Also made available with the dataset
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based on generalizable features that can be found in the
same IC or across ICs. For instance, the technique devel-
oped by [8, 9, 10] relies on the fact that polysilicon struc-
tures and metal layer traces can be generated by simple
Manhattan geometry contours. Interactive approaches, such
as [13], require the operator to guide the segmentation. K-
means and Fuzzy C-means are some simpler unsupervised
segmentation approaches [8]. LASRE is another unsuper-
vised technique that relies on using frequency-based texture
signatures for different materials to segment out IC structure
across multiple layers [49]. Simple image processing tech-
niques, such as Otsu’s binarization, have also been explored
for segmenting SEM images [14, 48, 29, 27, 47]. The seg-
mentation protocol can be conducted in two ways: the raw
SEM image is segmented directly (Figure 2(a)→(c)) and the
raw SEM image is denoised before it is segmented (Figure
2(a)→(b)→(c)). Denoising SEM images before segmenta-
tion typically yields better results. Segmentation accuracy
is measured in MSE, SSIM, F-measure and IoU.

Under-segmented and over-segmented shapes in the
SEM image typically translates to a short-circuit and open-
circuit in the design. Since this quality is not measured by
existing metrics, a 4-connected components analysis was
used to find the ratio of short-circuited and open-circuited
components to all the components present in the segmented
image. These are referred to as CC-US and CC-OS (re-
fer supplementary material Section 3). A value of zero in-
dicates perfect segmentation in terms of electrical connec-
tivity. In unison with the existing measures/metrics, these
two additional metrics provides a better understanding of
the true quality of the segmented results.
Vectorization: This process is used to recover the design
files as close to the original layout as possible by con-
verting the segmented image into a bunch of polygons. It
also serves in suppressing edge noise between materials and
compressing the amount of data in the image. Simple edge
following algorithms have been explored in this context [4].

Deep Learning: Although the use of DL for image pro-
cessing and computer vision is mainstream, its adoption
into SEM images, especially for hardware assurance, is in
its infancy. These existing approaches can be classed into
image-to-image translation and blind denoising. The first
class of approaches are used to convert an image from one
representation into another [23]. In REFICS, the raw SEM
image and its corresponding GT can be considered as two
representations of one image. Under this assumption, the
pix2pix network was used for SEM image quality enhance-
ment [37], and CycleGAN was used to transform SEM im-
ages into corner-deformed GT for further image compari-
son [39]. The latter class of approaches are used to remove
real-world image noises from photographs. DnCNN is the
most used architecture in SEM related applications. It has
been leveraged for EWR/LWR estimation on images with

unknown levels of Gaussian-Poisson mixture noise [7, 17].
However, DnCNN is often criticized for easily over-fitting
to a specific noise model. Networks architectures, pro-
posed recently, have addressed this issue on generalizabil-
ity by reusing features with long and short skip connections
[20, 2, 25]. However, these advancements were not vali-
dated in hardware assurance. The CBDNet was suggested
to be effective in preserving sharp edges -a highly desirable
characteristic for hardware assurance applications. Most
DL models use an end-to-end architectures by-passing the
individual steps of the image processing pipeline currently
used in the field. The input to the networks are the raw
SEM images and the outputs are expected to be the original
segmented GT images (Figure 2(a)→(d)). The outputs are
evaluated using the segmentation metrics.

3.3. Results and Discussion

In this section, the performance of the image processing
and ML methods are evaluated using the metrics discussed
earlier. The results are presented in Table 2. The key char-
acteristic of a good algorithm for use in hardware assur-
ance is in its ability to score high on the chosen metrics and
maintain stable scores across different layers and node tech-
nologies. This characteristic, called cross-generalizability,
is critical for supervised approaches that maintain heuris-
tics on the layout design data from the labelled GT. Conse-
quently, the cross-generalizability of DL methods between
layers and nodes is also investigated and discussed in detail.
Denoising: To obtain the ground truth denoised image in
the REFICS dataset, apply the mean intensity response of
the materials in the image to the segmented ground truth.
The key observation from the presented data is that the de-
noising performance reduces in the order: Polysilicon >
Doping > Metal layer. In most cases, the metal layer shows
reduction in image quality after denoising. This can be at-
tributed to the fact that the contrast in the metal layer is
much higher than those of other layers. The contrast is the
lowest in the polysilicon layer and, hence, benefits the most
from denoising. Anisotropic diffusion filters performs the
best. This filter smooths the image while preserving the
edges. With the hardware design layout being produced
by straight edges, the performance metrics behind this filter
can be intuitively understood. The Gaussian filter and Me-
dian filter performed relatively well. The ML-based denois-
ing approaches performed poorly as compared to regular
methods. Note that, Gaussian filter and BM3D performed
consistently across all layers and node technologies.
Segmentation: The results were obtained by comparing the
original and segmented SEM images (Figure 2 (a)→(c)).
Denoising was not performed on the raw SEM image be-
fore segmentation. The key observation from the table is
that the results are similar to the observations from the de-
noising experiments. A simple image binarization method
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Metal Layer Doping Layer Polysilicon Layer
Algorithm 32nm node 90nm node 32nm node 90nm node 32nm node 90nm node

Denoising Algorithms (Improvement in % for PSNR (↑) / SSIM (↑) over raw SEM image)
Gaussian fil 8.11 / 22.53 9.46 / 22.24 15.50 / 30.58 15.93 / 32.52 15.84 / 27.99 17.27 / 36.75
Aniso. diff. fil. 1.60 / 45.67 6.37 / 44.79 26.08 / 72.73 28.64 / 79.16 29.44 / 62.28 37.82 / 91.62
Curvature fil. -28.56 / 29.55 -23.27 / 29.93 -14.65 / 50.02 1.36 / 67.16 18.41 / 52.47 32.46 / 84.95
Median fil. 0.30 / 48.73 7.01 / 46.83 25.83 / 75.55 30.02 / 82.41 26.82 / 59.91 42.06 / 94.74
Adap. Weiner -27.20 / -29.05 -21.09 / -12.42 -9.73 / 12.05 3.84 / 33.63 9.69 / 30.03 22.81 / 83.45
BM3D 10.20 / 17.99 12.86 / 18.14 11.21 / 22.56 13.54 / 21.22 7.5 / 14.25 12.93 / 19.66
K-SVD 12.52 / 37.95 15.32 / 64.73 23.07 / 49.35 16.00 / 64.27 22.47 / -9.65 23.73 / 65.88

Segmentation Algorithms (SSIM (↑) / IoU (↑) / CC-US (↓) / CC-OS (↓))
Otsu’s thresh. 0.77 / 0.88 / 0.11 / 0.91 0.79 / 0.91 / 0.13 / 0.69 0.55 / 0.73 / 0.38 / 0.77 0.27 / 0.49 / 0.29 / 0.61 0.40 / 0.52 / 0.64 / 0.69 0.12 / 0.29 / 0.80 / 0.53
Fuzzy C-means 0.75 / 0.86 / 0.11 / 0.91 0.78 / 0.90 / 0.14 / 0.68 0.53 / 0.72 / 0.38 / 0.77 0.27 / 0.49 / 0.30 / 0.60 0.39 / 0.51 / 0.65 / 0.68 0.11 / 0.28 / 0.83 / 0.52
K-means 0.77 / 0.88 / 0.11 / 0.91 0.79 / 0.91 / 0.13 / 0.69 0.55 / 0.73 / 0.38 / 0.77 0.27 / 0.49 / 0.29 / 0.60 0.40 / 0.52 / 0.64 / 0.69 0.12 / 0.29 / 0.81 / 0.53
HAS 0.85 / 0.78 / 0.41 / 0.70 0.76 / 0.82 / 0.36 / 0.17 0.85 / 0.81 / 0.43 / 0.78 0.81 / 0.80 / 0.17 / 0.18 0.67 / 0.52 / 0.52 / 0.76 0.56 / 0.46 / 0.33 / 0.60
LASRE 0.75 / 0.70 / 0.15 / 0.14 0.72 / 0.76 / 0.28 / 0.22 0.78 / 0.79 / 0.09 / 0.20 0.72 / 0.73 / 0.12 / 0.28 0.46 / 0.58 / 0.30 / 0.38 0.22 / 0.44 / 0.39 / 0.42
SVM-10 0.76 / 0.73 / 0.26 / 0.78 0.67 / 0.79 / 0.20 / 0.15 0.74 / 0.78 / 0.27 / 0.86 0.85 / 0.85 / 0.05 / 0.11 0.34 / 0.44 / 0.60 / 0.78 0.32 / 0.37 / 0.61 / 0.47

Deep Learning Algorithms (SSIM (↑) / IoU (↑) / CC-US (↓) / CC-OS (↓))
DnCNN 0.94 / 0.90 / 0.00 / 0.03 0.92 / 0.92 / 0.00 / 0.10 0.96 / 0.95 / 0.00 / 0.02 0.94 / 0.91 / 0.00 / 0.07 0.83 / 0.67 / 0.00 / 0.48 0.88 / 0.63 / 0.02 / 0.17
CBDNet 0.96 / 0.94 / 0.00 / 0.03 0.96 / 0.95 / 0.01 / 0.04 0.98 / 0.97 / 0.00 / 0.00 0.98 / 0.96 / 0.00 / 0.01 0.95 / 0.93 / 0.00 / 0.02 0.96 / 0.87 / 0.00 / 0.03
Pix2pix 0.88 / 0.85 / 0.00 / 0.01 0.72 / 0.70 / 0.01 / 0.04 0.86 / 0.84 / 0.00 / 0.03 0.76 / 0.71 / 0.00 / 0.01 0.90 / 0.85 / 0.00 / 0.07 0.67 / 0.74 / 0.01 / 0.04
CycleGAN 0.93 / 0.89 / 0.00 / 0.01 0.78 / 0.74 / 0.01 / 0.02 0.96 / 0.90 / 0.00 / 0.03 0.95 / 0.72 / 0.00 / 0.01 0.90 / 0.87 / 0.00 / 0.07 0.91 / 0.62 / 0.02 / 0.04

Table 2. Benchmark of image processing algorithms used on SEM images in hardware assurance. The negative values reported for
denoising algorithms indicate degradation in image quality after denoising. For segmentation algorithms, apart from SVM, all other
methods are unsupervised. K-means, Fuzzy C-means and HAS use a 5×5 kernel and SVM uses a 10×10 kernel. The highest improvement
in metrics for each layer and node technology is highlighted in bold.

Metal Layer Doping Layer Polysilicon Layer
Networks 32nm node 90nm node 32nm node 90nm node 32nm node 90nm node
DnCNN 0.93 / 0.90 / 0.00 / 0.04 0.91 / 0.91 / 0.00 / 0.09 0.92 / 0.91 / 0.02 / 0.06 0.96 / 0.93 / 0.00 / 0.02 0.80 / 0.75 / 0.04 / 0.06 0.83 / 0.41 / 0.00 / 0.53
CBDNet 0.90 / 0.87 / 0.01 / 0.05 0.94 / 0.94 / 0.00 / 0.05 0.95 / 0.94 / 0.01 / 0.02 0.95 / 0.92 / 0.00 / 0.06 0.83 / 0.80 / 0.01 / 0.03 0.86 / 0.57 / 0.01 / 0.03
Pix2pix 0.73 / 0.70 / 0.04 / 0.03 0.75 / 0.70 / 0.00 / 0.05 0.86 / 0.84 / 0.00 / 0.04 0.71 / 0.65 / 0.00 / 0.06 0.66 / 0.61 / 0.03 / 0.25 0.66 / 0.41 / 0.03 / 0.30
CycleGAN 0.88 / 0.83 / 0.02 / 0.03 0.79 / 0.72 / 0.00 / 0.02 0.90 / 0.82 / 0.00 / 0.05 0.91 / 0.70 / 0.01 / 0.09 0.83 / 0.76 / 0.01 / 0.02 0.59 / 0.41 / 0.05 / 0.28

Table 3. Cross-node generalizability results. The listed node technology represents the test set with the network trained on the other node.
The results are represented as SSIM / IoU / CC-US / CC-OS scores. The highest improvement in metrics is highlighted in bold.

Trained on Metal Layer
Networks Tested on Doping Layer Tested on Polysilicon Layer

32nm node 90nm node 32nm node 90nm node
DnCNN 0.91 / 0.82 / 0.00 / 0.01 0.94 / 0.89 / 0.00 / 0.03 0.66 / 0.07 / 0.00 / 0.22 0.76 / 0.01 / 0.00 / 0.02
CBDNet 0.87 / 0.72/ 0.00 / 0.15 0.95 / 0.90 / 0.00 / 0.05 0.66 / 0.06 / 0.00 / 0.09 0.76 / 0.01 / 0.00 / 0.04
Pix2pix 0.85 / 0.83 / 0.00 / 0.09 0.68 / 0.63 / 0.00 / 0.02 0.51 / 0.53 / 0.12 / 0.18 0.26 / 0.22 / 0.20 / 0.29
CycleGAN 0.92 / 0.89 / 0.00 / 0.01 0.78 / 0.73 / 0.00 / 0.01 0.75 / 0.69 / 0.09 / 0.17 0.55 / 0.37 / 0.09 / 0.18

Trained on Doping Layer
Networks Tested on Metal Layer Tested on Polysilicon Layer

32nm node 90nm node 32nm node 90nm node
DnCNN 0.91 / 0.89 / 0.01 / 0.04 0.85 / 0.87 / 0.03 / 0.32 0.78 / 0.47 / 0.00 / 0.38 0.76 / 0.05 / 0.00 / 0.09
CBDNet 0.88 / 0.82 / 0.01 / 0.13 0.91 / 0.91 / 0.02 / 0.08 0.76 / 0.60 / 0.00 / 0.17 0.78 / 0.17 / 0.00 / 0.14
Pix2pix 0.65 / 0.63 / 0.06 / 0.14 0.69 / 0.67 / 0.04 / 0.06 0.34 / 0.40 / 0.20 / 0.26 0.31 / 0.23 / 0.19 / 0.25
CycleGAN 0.81 / 0.70 / 0.04 / 0.24 0.79 / 0.57 / 0.02 / 0.20 0.43 / 0.32 / 0.31 / 0.15 0.77 / 0.23 / 0.06 / 0.17

Trained on Polysilicon Layer
Networks Tested on Metal Layer Tested on Doping Layer

32nm node 90nm node 32nm node 90nm node
DnCNN 0.85 / 0.82 / 0.08 / 0.09 0.83 / 0.79 / 0.08 / 0.12 0.89 / 0.87 / 0.08 / 0.03 0.88 / 0.80 / 0.03 / 0.03
CBDNet 0.82 / 0.67 / 0.01 / 0.49 0.90 / 0.87 / 0.04 / 0.12 0.80 / 0.63 / 0.00 / 0.24 0.95 / 0.87 / 0.04 / 0.12
Pix2pix 0.75 / 0.55 / 0.05 / 0.52 0.64 / 0.55 / 0.05 / 0.24 0.68 / 0.46 / 0.01 / 0.60 0.72 / 0.58 / 0.00 / 0.09
CycleGAN 0.76 / 0.59 / 0.03 / 0.44 0.91 / 0.72 / 0.02 / 0.04 0.74 / 0.65 / 0.02 / 0.36 0.93 / 0.69 / 0.00 / 0.02

Table 4. Cross-layer generalizability results. The results are represented as SSIM / IoU / CC-US / CC-OS scores. The highest improvement
in metrics is highlighted in bold.

like Otsu’s thresholding has performance equivalent to that
of ML approaches in the metal layer. Otsu’s thresholding
along with K-means and Fuzzy C-means also demonstrate
stable performance across all layers and node technologies.
HAS conserves more of the shape information in the seg-
mented image while losing connectivity information [48].
LASRE, on the other hand, preserves more connectivity in-
formation over shape information. The interesting observa-
tion in the table is that a supervised segmentation approach

based on SVM performs similar to unsupervised methods
despite having access to labelled ground truth data. The
SVM was trained on 90,000 images and tested on 10,000
images of a single layer and node technology. Since one
GT in the dataset may correspond to a couple of noisy raw
SEM images, this splitting is chosen to guarantee the test
set is independent from the trained models. The parameter
for the SVM classifier was obtained from an earlier work
[9]. As suggested by the author, cascading different classi-
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fiers or using a committee of classifiers will possibly yield
better results than using an individual classifier.

Deep Learning: The end-to-end baseline performance re-
sults are obtained by training and testing on the same subset
of one node technology and one layer in a 9:1 split ratio
as done in the case of the SVM. The training parameters
for each network are adjusted for the best performance. A
threshold value of 127 was used to binarize the output im-
ages. The key observation from the baseline experiments
is that most deep neural networks perform consistently on
different layers. CBDNet performs the best. This may be at-
tributed to multiple losses and the Unet architecture, which
was designed for semantic segmentation. The two image
translation networks perform consistently, however, they
also show lower IoU scores. This may be due to missing
pixels on small features or the stitching errors carrying over
to reconstructed images. DnCNN shows decreased perfor-
mance on the polysilicon layer, which has lower contrast
comparing to other layers. Since DnCNN solely follows
the residual learning schematic, low contrast images having
noise pixels similar to the pixels representing clean images
could cause denoising difficulties for DnCNN. Inaccurate
reconstruction cases observed for these networks are of two
main types. The first type is caused by low contrast, where
the patterns in the noisy image can barely be seen. The
second type is limited to stitching error. End-to-end models
does not seem to account for stitching errors accurately. Ex-
emplary cases are presented in Section 5 of the supplemen-
tary material. It is also observed that these four networks
outperform conventional methods. However, the results re-
ported in Table 3 and Table 4 suggests that the networks do
not generalize well across different technology nodes and
IC layers. Exemplary labelled data for each target layer and
node technology will be required to boost the efficacy up to
necessary levels required for hardware assurance.

Overall Insights: The benchmarks serve as a quantitative
reminder over the type of algorithms that can be chosen to
resolve any directed image processing task in hardware as-
surance. However, there are some key observations from the
presented results that can be leveraged for the development
of better algorithms and smoother integration of data-driven
paradigms into image processing.

The metrics commonly used in evaluating image quality
and segmentation accuracy are not stable. There are several
instances where the highest score in two metrics evaluat-
ing segmentation accuracy, in terms of shape for instance,
goes to two different algorithms. Similarly, the methods that
can achieve a high score on shape similarity measurement
may not perform the same in terms of electrical connectiv-
ity. For example, in the metal layer, similar SSIM and IoU
values are observed across nodes, while CC exhibits signif-
icant differences. To truly evaluate image quality, multiple
metrics maybe necessary or a novel metric, specifically de-

signed for hardware assurance tasks, has to be developed.
A very interesting observation from the result is that

most approaches show a lack of stability across node tech-
nologies and IC layers. Realizing the fact that the images
are generated using the same beam interaction models with
varying layouts, it is counter-intuitive for the algorithms to
have variations in performance. The effect is compounded
for the polysilicon layer. Even supervised methods with ac-
cess to large quantities of high-quality labelled data show
this trend. This suggest that the approaches are not able to
detect the edges in the original layout effectively. This ef-
fect can be clearly seen in the performance metrics reported,
especially for the polysilicon layer with the lowest contrast
among all three layers.

Another noteworthy observation is in Table 4. DL net-
works trained on the metal layer, a high-contrast image with
relatively simple geometry, performed well on other layers
especially in terms of separation between structures, i.e. the
CC metric. However, when trained on the other two layers
with structures having complex geometry, they performed
better in terms of conserving the shape of the structures,
i.e. SSIM and IoU metrics. Although this doesn’t affect
the state-of-the-art performances provided by the DL mod-
els significantly, this does underline the fact that model ar-
chitectures that are capable of resolving the edges between
different materials under low contrast need to be devel-
oped. Off-the-shelf complex neural architectures may not
be enough for hardware assurance applications. Support-
ing evidence can be found in a critical work that suggests
that neural networks, especially those that work on images,
are influenced more by the texture of the image than by the
edges themselves [16]. Hence, more directed research is
necessary for the development of effective neural network
models. This observation also provides credence to the ef-
ficacy of template-based segmentation approaches [10].

4. Conclusion
In this paper, a brief overview on the role of computer

vision in hardware assurance process for ICs was provided
along with the associated challenges. These challenges,
both low-level vision and high-level contextual problems,
could not be resolved using existing algorithmic infrastruc-
ture, including DL approaches, due to its inherent complex-
ity. Consequently, a dataset is introduced along with neces-
sary benchmarks, to indicate areas requiring significant im-
provement, for further research and to establish a pathway
for both short-term and long-term inter-community collab-
oration. Furthermore, the dataset will be diversified in the
future using the provided software tool to include more IC
layouts and noise profiles, and, a standalone real SEM im-
age sub-dataset, collected by executing the RE workflow on
specially designed ICs, for in-depth study into the problem
and promoting constraint-free community research.
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