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This document include the following:

• Hyper-parameters used in our model

• Additional experiments

• Qualitative examples (successful/failure)

1. Hyper-parameters in 3D RefTransformer
We summarize the hyper-parameters used in our proposed model 3DRefTransformer in Table. 1. We use the same hyper-

parameters for all transformer encoders in our model (object, language, and multimodal transformer encoders).

Hyper-parameter Value
Base Learning Rate 0.0005
Batch Size 16
Embedding dim d 128
Obj./Lang./MM transformer layers L 2
Obj./Lang./MM transformer attention heads 8
Obj./Lang./MM transformer FFN dim 512
Obj./Lang./MM transformer FFN dropout 0.1
Obj./Lang./MM transformer attention dropout 0.3
Optimizer Adam

Table 1. Hyper-parameters of 3DRefTransformer

2. Additional experiments
Changing scale value in the scaled cosine distance. Following suggestions for choosing the scale value in [2] and [1],

we used a scale value of 3.3. Moreover, we attempted different scale values η, as discussed in Section. 3.5 of the main paper.
In Table. 2, we report the overall performance of this experiment.

3. Additional qualitative examples
We present some qualitative examples of our proposed model 3DRefTransformer in Figure. 1 and Figure. 2.
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Accuracy
η = 1.0 30.2% ± 0.4%
η = 2.0 35.2% ± 0.3%
η = 3.3 39.0% ± 0.3%
η = 4.0 38.3% ± 0.5%
η = 5.0 38.0% ± 0.4%

Table 2. This table shows the performance of our model 3DRefTransformer trained using different scale values. Using scale value of 3.3
which is suggested by [2] and [1], gave the best performance.

Figure 1. Successful examples using our most successful model.



Figure 2. Failure examples using our best performing model.


