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(a) VideoWalk [14]
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(b) MAST [18]

Figure 3: The performance of TTT [36] on VideoWalk and MAST when (A) freezing the normalization statistics during
training and then updating with the best-found momentum according to Figure 2 in the last step, while (B) corresponds
to finetuning when using normalization statistics computed from the target video (as in the standard train mode in Py-
Torch [27]). For MAST, it is better to freeze the statistics at the finetuning stage, while for VideoWalk, we observe that it is
sometimes better to train using the normalization statistics of the target domain e.g., for Fog. This observation correlates with
the plots in Figure 2 where we can see the performance in VideoWalk is best when completely replacing the normalization
statistics with those collected from the target video. From our experiments, we observed that TENT [42] also follows a
similar pattern.


