
1. Hyperparameters

1.1. CIFAR-100 [4]

Wideresnet-28-8 [7] architecture outputs a feature vector
of size 512, which is equally divided between two-level
hierarchy and nearly equal as 170, 170 and 172 (coarsest
to finest) for three-level of hierarchies to be fed into the
hierarchical label classifiers. A batch size of 64 is used.

HIERMATCH (M):
We use random pad and crop, followed by random flip
as the data-augmentations techniques. We use the Adam
optimizer [3] with a fixed learning rate of 0.002 and β=(0.9,
0.99), with a weight decay of 4e-5. All the models are
trained for 500 epochs with one epoch consisting of a total
of 1024 iterations. We set unlabeled loss weight λu to 150,
same as [1].

HIERMATCH (F):
We use random horizontal flip followed by random crop for
“weak” augmentation and additionally use RandAugment
[2] for “strong” augmentation of the image, following base-
line FixMatch [5] across all the experiments. We utilize
SGD optimizer with a nesterov momentum of 0.9. Cosine
learning rate scheduler with an initial learning rate of 0.03
is used. Unlabeled loss weight λu is set to 1 throughout the
training. We use unlabeled data ratio of 7 and set confidence
threshold as 0.95.

1.2. North-American Birds (NABirds) [6]

HIERMATCH (M):
We augment our data as is standard in the FGVC domain.
The images are resized to 256x256 and randomly cropped
to 224x224, followed by random horizontal flips and
normalization. The backbone outputs a feature vector
of size 2048, which is then divided into 682, 682 and
684 features across the 3 hierarchies (coarsest to finest).
We use a batch size of 16. For the selection of the best
set of hyper-parameters, we perform a sweep over λu,
backbone learning rate, and classifier learning rate for 25
epochs over 20% of the labeled set. Specifically we try
λu values ∈ {25, 75, 100, 150, 200}, backbone learning
rates ∈ {1e-4, 5e-4, 1e-5, 5e-5, 1e-6, 5e-6} and classifier
learning rates ∈ {1e-3, 1e-4, 5e-4, 1e-5, 5e-5, 1e-6}. Our
hyperparameter sweep found λu of 100, backbone learning
rate of 1e-5, and classifier learning rate of 1e-3 as the best
set of hyperparameters. We use the Adam optimizer [3] for
both backbone and label classifiers. We use a batch size of
16. All the models are trained for 250 epochs.

We set the rest of the MixMatch hyperparameters -
temperature sharpening T = 0.5, MixUp beta distribution
parameter α = 0.75, and number of augmentations K
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Figure 1: Histogram of confidence values on pseudo-labels
of unlabeled data at different epochs on CIFAR-100 (top)
and NABirds (bottom) dataset.

= 2. These remain the same for all the experiments on
both NABirds and CIFAR-100. For all our MixMatch
experiments, we linearly ramp up λu to its maximum value
over the entire training.

HIERMATCH (F):
For labeled data and “weak” augmentation of an image, we
use the same augmentations as is used for HIERMATCH
(M) for NABirds. For “strong” augmentation, we addition-
ally employ RandAugment similar to CIFAR-100. We use
backbone WideResNet-50-2 [7] backbone, pretrained on
ImageNet, as our backbone network. We sweep over back-
bone learning rates ∈ {1e-4, 5e-4, 5e-5, 1e-5]}, classifier
learning rates ∈ {1e-3, 1e-4, 5e-4, 1e-5, 5e-5, 1e-6}, and
threshold values ∈ {0.5, 0.7, 0.95}. SGD optimizer with
nestorov momentum of 0.9 was used.

FixMatch enforces consistency regularisation only when



the model is confident. Interestingly, in our experiments of
NABirds, we observe that with the best hyperparameters
(backbone learning rate of 1e-5 and classifier learning rate
of 1e-3), and with a minimum confidence threshold of 0.5,
all of the most confident unlabeled samples fall below this
threshold. Consequently, the consistency regularization
is not imposed at all, implying that the unlabeled loss
is zero throughout the training phase while the training
accuracy on labeled set overfits the dataset with 100%.
The resulting validation accuracy is similar to that of the
Fully-supervised setting using limited labeled samples
on NABirds. In Figure 1a of CIFAR-100, as the training
progresses the confidence values on unlabeled data improve
whereas in Figure 1b the confidence values on unlabeled
data is too low and therefore, unlabeled data is not used
at all while FixMatch training. FixMatch requires both
“weak” and “strong” augmentations using RandAugment
[2] which requires more careful experimentation to design
such augmentations for fine-grained datasets like NABirds.
Despite our hyperparameter sweeps, the baseline FixMatch
[5] gives poor performance on NABirds [6], so we do not
report experimental evaluation of NABirds on FixMatch
and HIERMATCH (F).
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