Supplementary Material: Enhanced Correlation Matching based Video Frame
Interpolation

1. Network Architectures

Figure 1 and 2 illustrate the detailed network archi-
tectures of proposed enhanced correlation matching based
video frame interpolation (ECMNet) which are introduced
in Sec.3 of the main paper. Each module is described with
entire layer and each input and outputs. For the figure 1, the
encoder network and feature downsampling network share
the parameters for each input. Also, flow estimation net-
work adopts recurrent pyramid structure with shared param-
eters. The upscailing ratio of each pyramid level is two ex-
cept the last pyramid level which is four. The plural expres-
sion of input and output data means data for both sides. The
activation function is ReLU [3] for flow estimation network
and Leaky ReLU [2] for frame synthesis network and re-
finement network except for the last layer of each network.
The importance mask and the blending mask are bounded
by sigmoid function.

2. Video results

In addition to figure 5 in the main paper, we present more
qualitative video results for the entire X4K1000FPS[4]
video frame interpolation in the accompanied video. We
compare our results with the existing methods, CAIN [1]
and XVFI [4]. For the fair comparison, we fine-tuned
the pre-trained model of CAIN [1] with the X4K1000FPS
dataset. The results show that our method synthesizes visu-
ally plausible interpolation results with preserving context
than previous methods.
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Figure 1: The detailed architecture of the encoder, feature downsampling network, and flow estimation network. The flow

estimation network is repeated for each pyramid level.




Flows

Frame synthesis network

Images, flows, VGG features,

encoder features

3x3 conv, channel 16

| Context feature

‘ 7x7 conv, channel 32, stride 2 ‘
12

‘ 3x3 conv, channel 32 }—
I

‘ 7x7 conv, channel 64, stride 2 ‘
2
‘ 3x3 conv, channel 64 ‘

| 7x7 ResBlock, channel 64 |

| 7x7 ResBlock, channel 64 |

| 7x7 ResBlock, channel 64 |

‘ 3x3 conv, channel 32 ‘4—
+ x2 (upsampling)

‘ 3x3 conv, channel 16
v x2 (upsampling) +

3x3 conv, channel 16 ‘ ‘

3x3 conv, channel 16

3x3 conv, channel 16 ‘ ‘

3x3 conv, channel 1

3x3 conv, channel 4 ‘ ‘

Blending mask

Flow residuals ‘

Refinement network

Images, flows, context feature,
blended output

‘ 3x3 conv, channel 64 ‘

| 7x7 ResBlock, channel 64 |

‘ 3x3 conv, channel 64, dilation 2 ‘

‘ 3x3 conv, channel 64, dilation 4 ‘

‘ 3x3 conv, channel 64, dilation 8 ‘

‘ 3x3 conv, channel 64, dilation 16 ‘

| 7x7 ResBlock, channel 64 |

‘ 3x3 conv, channel 3 ‘

4
‘ Refined output ‘

ResBlock: (7x7 Conv) x 2

Figure 2: The detailed architecture of the frame synthesis network and refinement network.




