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In this supplementary material, we provide the details of
the potential intersection line region and additional recon-
struction results.
Potential intersection line region. To classify the 3D ge-
ometric relationship of two adjacent walls, we define a po-
tential intersection line region between these two adjacent
walls. If these two walls are physically connected in 3D
space, their projected intersection line calculated by their
3D parameters should lie in their potential intersection line
region. If not, these two walls are physically disconnected
in 3D space and the occlusion occurs. We select at most
one detected line in each potential intersection line region
as the corresponding detected intersection line or occlusion
line. We use the detected line to adjust the 3D parameters of
walls or handle the occlusion, depending on their geometric
relationship in 3D space.

The potential intersection line region is defined by the
bounding boxes of walls and is a wall size-adaptive range.
Let pi = (xi, yi, wi, hi) and pj = (xj , yj , wj , hj) be the
2D bounding boxes of two adjacent walls, where plane pi
appears to the left of the plane pj , i.e., xi < xj . We first get
the right-most boundary xright

i of the plane pi and left-most
boundary xleft

j of the pj :

xright
i = xi + wi/2, (1)

xleft
j = xj − wj/2. (2)

The potential intersection line regionRi,j = (xleft
R , xright

R )
is defined as the overlapping region or gap between the two
walls:

xleft
R = min(xright

i , xleft
j ) (3)

xright
R = max(xright

i , xleft
j ). (4)

To tolerate the errors of plane and line detections, we
then enlarge the region Ri,j according to the sizes of the

*Equal contributions.
†This work was done when Yang Cheng was a student at UESTC.
‡Corresponding author.

bounding boxes as follows:

xleft
R =

{
max(xleft

R −min(ε · wi, δ), xi), xleft
j > xright

i ,

max(xleft
R −min(ε · wj , δ), xi), otherwise,

(5)

xright
R =

{
min(xright

R +min(ε · wj , δ), xj), xleft
j > xright

i ,

min(xright
R +min(ε · wi, δ), xj), otherwise,

(6)

where ε and δ are hyper-parameters to control the range of
the potential intersection line region. In our implementa-
tion, we set ε = 0.25 and δ = 10 with respect to the image
width of 640.
More reconstruction results. Figure 1 shows more 3D lay-
out reconstruction results on Structured3D dataset [1].
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Figure 1. 3D room layout reconstruction results on Structured3D dataset [1]. The ceiling is ignored in the top view of the 3D model.
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