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A. Details about 3D Backbones

To study the influence of different backbone architec-
tures on FSL, we select three types of current state-of-the-
art 3D networks as the support backbones for features ex-
traction. In this section, we will introduce more structural
details about backbones employed in Section 3 and 5. The
input point cloud instances consist of 512 points with 3d
coordinates and the backbones output a feature vector with
1024 dimensions.

Pointwise MLP Networks: PointNet contains five
MLP layers (64,64,64,128,1024) with learnable parameters,
and batch normalization is used for all MLP layers with
ReLU. After that, we use maxpooling function to aggregate
a global feature vector. Note that we remove the transform
layers in original PointNet [10] framework for simplicity
and efficiencies. PointNet++ consists of 3-level PointNet
Set Abstractions with single scale grouping (SSG), which
have the same stetting in [11]. We remove the fully con-
nected (FC) layers and take the last PointNet Set Abstrac-
tion’s output as the global feature vector.

Convolution Networks: There are 4 X-conv layers
(48,96,192,384) with ReLU in PointCNN. The last X-conv
layer outputs a 384-dimension feature vector and we use
2 FC layers (512,1024) to extend the dimension to 1024
for fair comparisons. RSCNN contains 3 RC-Conv lay-
ers (128,512,1024) with single scale neighborhood (SSN)
grouping. Other settings of RC-Conv are same with [6].
DensePoint contains 3 P-Conv layers, 2 P-Pooling layers
and 1 global pooling layer. The settings of these layers are
same with [5]. We remove the FC layers in RSCNN and
DensePoint for outputting the 1024-dimension global fea-
ture vectors too.

Graph-based Network: DGCNN is the embedding
network of our baseline for 3DFSL, consisting of 4 Edge-
Conv layers (64,64,128,256). The outputs of each Edge-
Conv will be concatenated as a 512-dimension feature map.
Then the feature map will be fed into an MLP layer to ex-

tend its dimension to 1024. At last, a maxpooling function
is used to aggregate the global features and outputs a 1024-
dimension feature vector. Figure 6 illustrates the network
architecture of DGCNN.

B. Details about FSL Baselines

In this section, we will introduce more adapting details
about FSL algorithms for few-shot point cloud classification
in Section 3 and 5.

Metric-based methods: We take Squared Euclidean
Distance as metric function and use Cross-Entropy loss
in ProtoNet. For RelationNet, we first construct support-
query pair features fsq ∈ R2×1024 by concatenating the
support feature vectorfs ∈ R1×1024 and query feature
vectorfq ∈ R1×1024. Then the pair features fsq are fed
into a relation module, which contains two convolutional
blocks ((1x1 conv 128 filters, BN, ReLU), (1x1 conv 1 fil-
ters, BN, ReLU)) and two FC layers (128,L) (L denotes the
number of classes at a meta-task). After that, relation mod-
ule outputs the predicted relation score and Mean Square
Error loss is used to regress relation score to ground truth.
For FSLGNN, we construct 4 GNN layers with the same
setting in [15], and use Cross-Entropy loss as loss function.

Optimization-based methods: We use two FC lay-
ers (256, K) as the classifier in Meta-learner and MAML.
Batch normalization is used for the first FC layer with ReLU
and Dropout operation. There is a 2-layer LSTM in Meta-
learner following the same configuration in [12], where the
first layer is a normal LSTM and the second layer is meta-
learner LSTM for gradient state updating. The meta learn-
ing rate in MAML is 0.1 for 5-shot and 0.5 for 1-shot. The
classification head in MetaOptNet is the multi-class SVM
presented in [1]. We also take Cross-Entropy loss as loss
function in these methods.
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Figure 6. The architecture of DGCNN for feature embedding. The details of EdgeConv could be find in [19].

C. Details about Channel Interaction Module
The architecture of Channel Interaction Module is shown

in Figure 7. Query-vector q and key-vector k are generated
from the input feature f with two linear embedding func-
tions φ and γ. Then the channel relation score map can
be denoted as R = qTk. After that, we can obtain the
reweighted feature v = fR′, where R′ = softmax(R).
Finally, for compensating the discarded information, we
combine v and f to get updated feature f

′
= v + f .

Channel Interaction Module
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T

Figure 7. Details of Channel Interaction Module in Self-Channel
Interaction Module introduced in Section 4.2.1.

D. Details about Cross Instance Fusion Module
Cross-Instance Fusion (CIF) module is proposed to ad-

dress the law-data and high intra-class variances issues in
Section 4.2.2, which can enrich prototypical information
and rectify feature distribution by fusing prototype features
and query features with a meta-learner.

As illustrated in Figure 8, for updating prototype fea-
tures fp, we first concatenate each prototype feature with
K1 query features with the highest cosine similarity and get
the concatenated feature Zfp . Then we employ two simple
1×1 Conv layers as a meta-learner to learn cross-instance
interactions and output updated prototype features f

′

p. Con-
cretely, the first layer is designed to encode Zfp to generate
a d-dim feature interaction Z

′

fp
, and the second layer is used

to adjust the interaction’s dimension so as to generate a re-
weight matrix Wfp for Zfp . Finally, we update the proto-
type features by fusing the concatenated feature Zfp based
on Wfp . Similarly, we could also easily update the query
features fq by CIF module. Furthermore, we use the vali-
dation set to determine the value of K1 and h, and set them
to 45 and 64 respectively according to the results shown in
Figure 9.
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Figure 8. The illustration of updating prototype features by CIF
module. Here we set K1 = Nq . ⊙ is the instance-wise product.

E. Extra Experimental Results
We also conduct extra experiments to further explore the

effects of our proposed network in two scenarios, including
fine-grained few-shot classification and 2D image few-shot
classification.

Fine-Grained Few-Shot Classification. We study the
proposed network in a fine-grained classification scenario
to evaluate its ability to distinguish similar categories. We
first train the baselines and the proposed network on meta-
train data of ShapeNet70-FS, and test them on seven subcat-
egories of “Airplane” in meta-test data under a 5way-1shot-
15query setting. The mean accuracy of each class are listed
in Table 9. One can see that, our proposed network out-
performs other baselines most of the time and improve the
mean accuracy more than 3%.

Ablation Studies of Residual Design in SCI Module.
We design the SCI as a residual update to compensate the
discarded information, because the Softmax operation can
highlight the weight of disciminative channels, but it also
may discard some information from the original features.
The results of ablation studies listed in Table 10 show that
this residual design can gain performance improvement.

Comparison Results of More-way k-shot Setting.
We conduct the experiments on ShapeNet70-FS with
N={5,10,15}, K={1,5}, and the results are in Table 11.
A larger N-way setting is more challenging with signifi-
cantly performance dropping. One possible explanation is
that larger classes with few support examples make training
harder, leading to obscurer class boundaries.

Effects of CIA for 2D FSL. While the CIA model is de-
signed for few-shot point cloud classification task, we also
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Figure 9. (a) and (b) are the ablative results of different values
of K1 and h in Cross-Instance Fusion module respectively. We
conduct these ablation experiments under the 5way-1shot-15query
scenario on ModelNet40 FS and ShapeNet70 FS.

Methods Airline Jet Fighter
Swept
Wing

Propeller
Plane Bomber

Delta
Wing Mean

ProtoNet [16] 49.59 25.21 27.64 41.30 35.76 20.73 46.24 35.22
RelationNet [17] 49.28 24.55 30.36 41.03 28.26 24.05 44.79 34.63

FSLGNN [15] 48.53 23.56 21.01 31.75 24.29 23.58 58.49 33.08
Meta-learner [12] 29.76 21.92 30.94 27.83 27.02 24.96 30.22 27.53

MAML [2] 56.03 26.65 34.37 21.90 16.43 25.30 15.71 28.12
MetaOptNet [4] 46.81 24.72 29.05 39.74 24.42 25.17 38.23 32.60

Ours 48.23 25.51 35.16 41.88 46.63 26.06 48.02 38.80
Table 9. 5way-1shot-15query classification results (accuracy %)
on fine-grained classes in ShapeNet70-FS.

ModelNet40-FS ShapeNet70-FS
5w-1s 5w-5s 5w-1s 5w-5s

w/o Res 74.64 86.81 72.98 82.87
w/ Res 75.70 87.15 73.57 83.24

Table 10. The ablation study of residual design in SCI module.

ShapeNet70-FS
5w-1s 5w-5s 10w-1s 10w-5s 15w-1s 15w-5s

ProtoNet 65.96 78.77 50.57 67.29 43.15 59.39
RelationNet 65.88 76.25 50.93 63.14 43.04 53.31

MetaOpt 65.08 77.81 48.97 64.50 40.83 56.10
Ours 69.36 80.31 54.26 67.69 47.38 60.48

Table 11. The comparison results under larger-way settings.

study the effects of CIA model for the case of 2D image
few-shot classification on miniImagenet and tieredImagenet
with ResNet12 as backbone. The results shown in Tabel 12
indicate that the CAI model also can improve the classifica-
tion performance of ProtoNet [16], especially for 1-shot set-
ting, and achieves competitive performance compared with
state-of-the-art 2D FSL approaches.

F. More Visualization Analysis
Visualization Analysis of Feature Heatmap. We fur-

ther visualize the feature heatmap of point cloud instances
to qualitatively evaluate the proposed modules in Section
4.2. Figure 10 are the comparative results before and af-
ter incorporating SCI module and CIF module respectively.
Deeper color means higher feature responding in this re-
gion. We could observe that the SCI module pays more
attention on the discriminative fine-grained parts of differ-

Backbone Method miniImagenet tieredImagenet
5w-1s 5w-5s 5w-1s 5w-5s

ResNet12

SNAIL [8] 55.71 68.88 - -
TADAM [9] 58.50 76.70 - -
ECM [13] 59.00 77.46 63.99 81.97
TPN [7] 59.46 75.65 59.91 73.30

MetaOptNet [4] 62.64 78.63 65.99 81.56
CAN [3] 63.85 79.44 69.89 84.23

ProtoNet [16] 60.37 79.02 65.65 83.40
ProtoNet [16]+CIA 63.05 80.02 70.10 83.73

Table 12. Comparisons of the classification results after incorpo-
rating CIA Module into ProtoNet [16] on miniImagenet [18] and
tieredImagenet [14] with ResNet12 as backbone.

ent classes,such the ”cap” of Bottle and the “legs” of Stool,
while the CIF module could activate more diverse regions,
which could help to generate more informative features.
More comparative visualizations are shown in Figure 11
and 12. One can see that, the CIA module can highlight
more discriminative parts and structures, which enriches the
information learned from point cloud instances.

G. Dataset Split
ModelNet40-FS is a new split of ModelNet40, contain-

ing 30 training classes with 9,204 examples and 10 dis-
joint testing classes with 3,104 examples. Statistics of
ModelNet40-FS are reported in Table 13, and details of
training set split and testing set split are listed in Table 15.

Train Test Total
Classes 30 10 40

Instances 9,204 3,104 12,308
Table 13. Statistics of ModelNet40-FS dataset.

ShapeNet70-FS is adapted from ShapeNetCore, includ-
ing 50 base classes from 34 categories and 20 novel classes
from 14 categories. Statistics of the ShapeNet70-FS are re-
ported in Table 14, and details of training set split and test-
ing set split are listed in Table 16 and Table 17 respectively.

Train Test Total
Categories 34 14 48

Classes 50 20 70
Instances 21,722 8,351 30,073

Table 14. Statistics of ShapeNet70-FS dataset.
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(a) ProtoNet (b) ProtoNet+SCI (c) ProtoNet+CIF (d) ProtoNet+CIA

Figure 10. The heatmap of point cloud instances before and after using CIA module (SCI and CIF). Deeper color means higher feature
responding in this region. The classes of each row are ’Bottle’,’Airplane’ and ‘Stool’ respectively.



(a) ProtoNet (b) ProtoNet+CIA (c) ProtoNet (d) ProtoNet+CIA

Figure 11. The heatmap of point cloud instances. Deeper color means higher feature responding in this region. Column(a) and column(c)
are the results of ProtoNet. Column(b) and column(d) are the results of ProtoNet incorporating with CIA module.



(a) ProtoNet (b) ProtoNet+CIA (c) ProtoNet (d) ProtoNet+CIA

Figure 12. The heatmap of point cloud instances. Deeper color means higher feature responding in this region. Column(a) and column(c)
are the results of ProtoNet. Column(b) and column(d) are the results of ProtoNet incorporating with CIA module.


